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Abstract

Power consumption in microelectronic devices and cirdwassbecome a critical design concern
in recent years due to the rapid growth of personal wirelessngunications, battery-powered
devices and portable digital applications. Reliabilityncerns and packaging costs have made
power optimization relevant not only for battery-powergglecations.

The largest impact on power reduction can be achieved atystera level where architec-
ture and algorithms are to be defined. Selecting the mostpeffieient algorithm out of many
available requires a fast and accurate way to estimate twerpconsumption of any imple-
mentation, so as to avoid time-consuming low-level impletagons of each possible design
architecture.

This work is oriented towards the high-level dynamic powaineation of DSP-oriented de-
signs implemented in a chosen target hardware architecaeording to the different power
features of logic and communication design segments, #septed power estimation method-
ology includes two different models. One is used for poweinesgtion of the global routing
employed for interconnections between the components.ofiter is used for both, local in-
terconnect and logic, power estimation of the component® cbmplete methodology in this
work has been applied to DSP circuits implemented in modiid Programmable Gate Array
devices (FPGAS).

High-level interconnection power estimation is a diffictiask due to the extremely scarce
information on global routes available at these levels sfraation. This work proposes a power
model that depends on the mutual distance of the componedthair shape. There are only
two input parameters to the model: the relative positiorhefdcomponents and the ordering of
the pins on the components’ boundaries. Although simpke ntlbdel takes advantage of the
router properties and is capable of giving fast and hightueate estimates for DSP-oriented
designs, with the mean relative error of the interconneatgzanodel lying within 10% of the
physical measurements.

High-level logic power estimation is a more studied topithe literature. However, it often
includes exhaustive low-level simulations needed for tteeleh characterization. This work
presents the methodology for high-level logic power estiiomawhich is based on the compo-
nent’s structure and the analytical computation of the vy activity produced inside the
component in the presence of correlated inputs. Glitchemegated inside the component is
also included in the model by using a novel approach for itsnedion. Compared to other
proposed power estimation methods, the number of ciramitilsitions needed for characteriz-
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ing the power model of the component is highly reduced. Aeoifmportant contribution is the
application of the presented methodology to heterogenEB@A resources, so it can be used
for both configurable logic-based blocks and specializetiezided blocks. Again, the mean
relative error of the component power models lies within 1éf%he physical measurements.

The complete model that includes both interconnect and joogiver models, has been char-
acterized and verified by on-board power measurementgaidstf using low-level estimation
tools which often lack the required accuracy. The measunésystem in this work is designed
in order to facilitate the separation of the static poweg,dlock power, the power of the global
interconnects and the power consumed in the logic. Consdlgiuié has been used for the ver-
ification of both models separately and also when they wesd tgether in order to estimate
the total dynamic power consumption of the DSP circuits.

Finally, the complete model performance has been exploved @ wide range of input
parameters, signal components and design positions opaThe accuracy of the model has
also been verified for some DSP benchmarks. The results sutige the proposed model is
suitable for integration with high-level power optimizatitechniques, where accurate estimates
are needed in the shortest possible time.
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Resumen

El consumo de potencia se ha convertido en un aspecto mwanéedel disefio microelec-
tronica debido en gran medida al gran éxito de los sistemaatip@s, como la telefonia mavil,
las redes inaldmbricas y los sistemas multimedia, que hardado los mercados de todo el
mundo. En las complejas aplicaciones actuales los costsodg@sulado asi como de los acce-
sorios de refrigeraciéon han aumentado, mientras que lzidurde las baterias ha disminuido
y la fiabilidad de los circuitos ha sido seriamente amenazadaconsiguiente, el consumo se
ha convertido en un aspecto mas critico incluso que el aras jpréstaciones para mayoria de
las aplicaciones.

Las herramientas de disefio asistido por ordenador (CADnsoasarias para abordar el
problema de la reduccién del consumo debido a la alta comatefe las aplicaciones mod-
ernas. Los cambios en la arquitectura son mas faciles envieles de abstraccion mas altos.
El disefiador puede investigar un nimero elevado de artyigecdiferentes en estos niveles,
por lo que aumentan las posibilidades de encontrar alteasade bajo consumo. Para evitar
los tiempos de disefio excesivos que son necesarios pargliementacion de cada posible
arquitectura, es imprescindible desarrollar modelos tteralel, rdpidos y precisos, para la
estimacion del consumo.

El objetivo de esta tesis es la construccién de una tecreotdigiente para la estimacion del
consumo dinamico a alto nivel y que se pueda integrar faoileneon los algoritmos de alto
nivel orientados a la optimizacién del consumo.

Cabe distinguir dos modelos de estimacion diferentesddedique la capacidad de carga
tiene diferentes propiedades en la |6gica y las intercames. Asi pues, un modelo se usa para
la estimacién del consumo de las conexiones entre los bddqgeos y depende de la distancia
entre los bloques y de su forma. El otro estima consumo ermgieagunto con las conexiones
locales. Ambas metodologias se han adaptado a la arquidwbitual de las FPGAs mas
modernas.

La estimacion a alto nivel del consumo de las interconexi@seuna tarea extremadamente
complicada, debido a la escasa informacién disponiblesdarconexiones antes de realizar el
posicionamiento de los bloques y de que el circuito se hapalou En este trabajo se propone
una nueva metodologia que tiene sélo dos parametros del@ntagposicion relativa entre los
componentes y el orden de los terminales en los bordes deatmnie. Aunque simple, el
modelo aproxima bien el comportamiento del rutador en altelry es rapido y preciso con
s6lo un 10% de error medio.

vii



Las técnicas de estimacion del consumo en logica existpatad-PGAs a menudo necesi-
tan simulaciones extensivas del circuito a nivel de tramsgs o de puertas, como paso previo a
la sintesis de alto nivel. Este trabajo presenta una nuet@iegia que se basa en la estruc-
tura del componente y en el calculo de la actividad de lasitenmes dentro del componente
cuando las sefiales de entrada estan correladas. La caidgitthing también se incluye en
el modelo mediante una técnica novedosa. El nimero de simané&s del circuito a nivel de
puertas necesarias para caracterizar el modelo es muyidedwenparado con otros métodos.
Ademas, cabe destacar una contribucion importante quesaeshda adaptacion del modelo a la
estructura de los bloques empotrados. Por lo tanto, los lmodesarrollados para la estimacion
del consumo en légica se pueden usar para los recursosdéiens de las FPGAs actuales. El
error medio es un 10% comparado con las medidas de consules. leEemodelo completo que
se obtiene al integrar los dos modelos anteriores se haaghmtton medidas reales, en vez de
usar herramientas de bajo nivel que a menudo no tienen lsigreoecesaria para la validacion
de modelos de consumo y requieren gran cantidad de memauigosltiempos de ejecucion.

El sistema de medidas desarrollado en este trabajo es casapdrar los valores de con-
sumo estético, consumo de reloj, consumo en las conexicr@symo en logica. Este sistema
se ha usado para la validacion de los dos modelos por sepatadhiién del modelo conjunto
cuando éstos se han aplicado a la estimacion del consumaecdéas de procesado digital
de sefial (DSP). Finalmente, el modelo completo se ha evalc@aa un nimero elevado de
circuitos de prueba, cambiando las posiciones de los bioglas estadisticas de las sefales
de entrada. Los resultados que proporciona el modelo sorfamasables y permiten su inte-
gracidn con técnicas de optimizacion del consumo a altd gierequieren la obtencion rapida
y precisa de estimaciones de consumo.
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CHAPTER1
Introduction

The current microelectronics design trend focuses on deurg transistor size in order to in-
crease circuit speed and chip capacity. However, higheuitispeed produces faster charging
and discharging of design load capacitors, resulting ireased design power. As the chip den-
sity grows larger, it also allows for the implementation adn@ complex and thus, more power
hungry electronics applications. As a consequence, thieagatg and cooling costs have in-
creased, the battery life has decreased and the circabi#ly has been seriously endangered.
Power consumption has become a more critical design coticemarea and performance for
many applications. Furthermore, in order to achieve uliga performance, as for example in
massive computing systems, power reduction is obligatOtherwise, cooling requires more
space and such increased distance limits performance.

In this chapter, basic definitions of power consumptionjrojziation and estimation are
presented in sectioh.l, together with the motivations of this thesis. Next, theegkiyes of
the research are enumerated in secli¢h Sectionl.3 presents the organization of the thesis.
Finally, sectionl.4lists the publications in international journals and coefees that resulted
from this thesis.

1.1. Motivation

In the last decade, communications systems have expedieap& development, which goes
beyond the expectations made in the 80’s and 90’s. Apart titemappearance of Internet,
many other applications like mobile telephones, wirelegsraultimedia systems have become
the main stream of the world market. This work focuses ontBidgsignal Proccesing (DSP)
circuits as they are the essential components in these coration systems.

The high processing rates of DSP circuits have become gobipthe use of application
specific hardware (ASICs) instead of microprocessor-basgiementations. Besides, pro-
grammable devices like Complex Programmable Logic Deic@4.Ds) and Field-Programmable

1
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Gate Arrays (FPGASs) have emerged as a new type of semicandistices that can be clas-
sified to be in between these two categories. FPGAs allowntipdementation of dedicated
architectures that can be reconfigured. Parallelism canllyeeixploited to allow multiple im-
plementations of the same design, thus increasing theghpui significantly. Also, they can
be configured at the transistor level for special-purposegde. As a result, their comput-
ing performance, area and power are more optimized thandropriocessors. However, as the
FPGA architecture is not specialized for only one singlefiom, ASICs have a clear advantage
regarding these constraintsR06)].

Still, FPGAs have become an attractive solution for varienbedded designs and designs
susceptive to changes due to their ability for reconfigaraéind significantly lower cost com-
pared to ASICs. They have gained special relevance in pasgdars, not only as prototyping
platforms, but also as final product implementations. Feséreasons, they have been chosen
as a target technology for this study.

1.1.1. FPGA structure

An FPGA is a two dimensional array of logic blocks and flip-8apith electrically programmable
interconnections between logic blocks. Unlike ASICs thaat perform only one single func-
tion during their lifetime, FPGAs can be reprogrammed foifeeent functionality in a matter
of miliseconds WBG*06]. However, this flexibility in using FPGAs comes at the expeof
the increased complexity in their structure. In recent yeaew types of resources have been
added to FPGAs making them capable of implementing many-pégformance computing
applications.

There are two basic types of FPGAs depending on the techywalaaress used for their
production. The first type is the so-called SRAM-based FPG¥ene the programmability is
achieved through specialized volatile SRAM cells thatvaté or deactivate the programmable
logic. The major SRAM-based FPGA vendors are Xiligkil [, Altera [Alt], Atmel [Atm] and
Lattice Semiconductor Corporatio€¢r]. The second type of FPGAs are antifuse and flash-
based FPGASs, where the FPGAs are programmed by creatingapentnconductive electrical
paths as in a case of anti-fuse, or where the programminghie\ad through non-volatile
flash cells that activate or deactivate the programmablie.lothe vendors of these chips are
Actel [Act] and QuickLogic corporationQui].

However, the leading global producers of programmableclage Xilinx and Altera, who
hold more than 80 % of the programmable market. Conseque&velghose Xilinx devices as a
target platform.

The first important implementations of double-precisiomfilog point applications arrived
in 2002 with Xilinx Virtex Il Pro devices which contain up te hundred thousand logic cells,
embedded 18-bit by 18-bit multipliers and embedded PowdRFSL processor blocks. This
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Figure 1.1: Virtex Il Pro architecture

is the reason that these particular devices have been classemarget platform in this work.
Virtex Il architecture is identical to Virtex Il Pro architure (except that they do not contain the
PowerPC processor blocks) and therefore, the methodol@gpepted in this work can be also
applied to these devices. The Virtex 4, released in 2004 pwdisconsiderably on Virtex Il Pro
architecture with up to two hundred thousand logic cells, @mbedded DSP blocks capable of
implementing multiply-and-accumulate (MAC) operatiorignfortunately, the multiplier size
(18 x 18) is not well suited for the requirements of floating poftbres. Consequently, Virtex
5 devices were released in 2008 and they contain a largerenwhB5-bit by 18-bit embedded
multipliers.

Although the architecture considered in this work is thet&krll Pro architecture, the
methodology presented here can be easily extended in avdevnisider the most recently
released high-speed FPGA devices, as their structure lisupan the Virtex Il Pro device
architecture.

Virtex Il Pro architecture

Virtex Il Pro architecture is depicted in Fig.1 The programmable fabric of an FPGA consists
of an array of configurable logic blocks (CLBs). Each CLB @ns$ four slices and is tied to a
switch matrix in order to access global routing resourcé® Jlices are split in two columns of
two slices each with two independent carry logic chains arelacmmmon shift chain. Each slice
has two look-up tables (LUTs). A LUT serves for generating kgic function that can have
up to four input bits. They can be also configured as shiftstegs or distributed SelectRAM
memory. Beside LUTS, the slices contain flip-flops, logicegaind multiplexers.
The Block SelectRAM resources are 18Kb of Dual-port RAM,gseammable from 16k«
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1 bit to 512 x 36 bits, in various depth and width configurations. The rpli#ir block is a
dedicated 18x 18 bit multiplier, and optimized for MAC and DSP filter apg@tcons. Both,
the SelectRAM memory and the embedded multiplier, are octeddo four switch matrices in
order to access the general routing resources.

PowerPC blocks are IBM RISC processors whose number vaaoesQ to 2. They will not
be considered in this work, as their structure correspamttsat of the microprocessors, and the
estimation of microprocessor’s power consumption is a-nedearched topicR05, ALV03,
ALV04,AART07,dHAJW07].

Allthe I0s, CLBs, SelectRAMs and embedded multipliers ligestame interconnect scheme
and the same access to the global routing matrix. Interagioms are buffered and relatively
unaffected by the fanout. Various global hierarchical imgitesources can be identified based
on long, hex, double and direct wires (see FligR) [Xil]. The long wires span the full height
and width of the device. The hex wires route signals to evarg or sixth CLB in all directions.
The double wires span up to two blocks in each direction aadsihgle wires route signals to
neighbouring blocks. Clock signals are routed via spguigipose dedicated routing networks.

1.1.2. Power consumption

As FPGAs are aimed for implementation of many different glesj a large number of routing
switches is used in order to obtain flexible interconnedjavhereas LUTs are used for logic,
as they are capable of implementing any given logic fundiorihe corresponding number of
inputs. However, this type of chip architecture preventspimmal implementation of a design
because it utilizes an excessive number of additionalistors and routing resources, which in
turn, contribute to a significant increase in the power consion of the design. Consequently,
FPGA power consumption has become a major concern alonghattraditional objectives of
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circuit performance and area efficiency.

Power consumption in FPGAs has two main components: stadicignamic power. Static
power occurs due to the leakage current, while dynamic poasrlts from switching of the
capacitive load voltage between different voltage levedénce FPGAs are made in CMOS
technology, the power components will be explained nexsicaring circuits built in this tech-
nology.

Static Power

In order to achieve higher density and performance and Igeearer consumption, CMOS
devices have been continuously scaled down for more thare@8\RMMMO3]. However,
when the transistor technology has an order of magnitudenaror below 100 nanometers, the
advantages gained by the size shrink disappear due to tmuguaffects which can not be
neglected. These effects produce an excesive incremdm ieakage current.

Leakage current consists of two main components (see Ei§. subthreshold leakage
current () and gate leakage current;). There are some other leakage current components
that have started to gain interest recently due to an exessaling of the transistor dimensions.
They occur due to the shorter channel-length: injectionatfdarriers from substrate to gate
oxide (/;) and punchthrough leakagé;), due to the thinner oxide thickness: gate-induced
drain leakage [5), and, due to high doping concentrations: junction reveiased current
(I;) [RMMMO3].

However, the largest amount of static power is still owed wubthreshold current. It is
the most temperature-dependent leakage compoAdtK [Ff05 RMMMO03], and thus, every
increase in dynamic power, produces an increment of thetemperature, which in turn, in-
creases the leakage current. This leakage component ismasof the main reasons why the
scaling process is facing dificulties as it is explained next

Decreasing transistor sizes enable higher densitiesmdisi@mrs on a chip. In order to con-
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trol the power of the circuit, the power supply voltage isoateduced with each transistor
scaling. For CMOS circuits, a lower supply voltage meansloperformanceGGH97. This
problem is solved by reducing the threshold voltag )(of a transistor.V}; is defined as a
gate-source voltage of a MOSFET transistor, above whi@hfrdmsistor is turned on. Ideally,
if the gate voltage is below the threshold voltage, the tsdosis not conducting any current.
However, in practice there is still some current flowing frtma drain to the source of a transis-
tor. This is the subthreshold current. Its most importaatuee is that it increases exponentially
with anyV}, decrease, thus, limiting significantly the scaling process

Consequently, the leakage current has become an impodartesof power dissipation.
Therefore, as the CMOS technology process becomes snatiagle-off has to be made be-
tween the static power and operating circuit speedK 05, RP0Q.

FPGAs have similar leakage problems as other CMOS-basadtsirbut their structure and
functionality require different solutions. A leakage pavemalysis in 90-nm FPGASs is given
in [TLO3], while the leakage power optimization in FPGAs has beenexied in [LHCO04]
through dualV,, techniques, inGTV*04] by creating coarse-grained "sleep regions"AND6]
through the selection of input signal polarities enteringflls and leakage-aware routing etc.

Dynamic Power

Dynamic power occurs due to the charging of the load capamtavhen the transistors change
their state from logic '0’ to logic '1’. A higher frequency &€ls to more signal transitions,
which in turn, increase the circuit power dissipation. Thigk focuses on the dynamic power
in FPGAs.

For example, consider the inverter circuit in Fig4. The transistors marked with dot-line
are turned off during the corresponding transition. Evénetthere is a transition from logic
"1’ to logic "0’ at the inputs of the inverter, the load cap@&eiceC, is charged from 0 td/,,.
The energy needed for capacitance charging is providedebgdtver supply/;,. Additionally,
part of the energy provided by the power supply is dissipatethe PMOS transistor. During
the input transition from '0’ to '1’,C; is discharged through the NMOS transistor, and the
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accumulated energy iY; is dissipated by this transistor.

While the energy dissipated by the transistors is impoffianiocating the so-called "hot-
spots" of the design, the power consumed by the designigtréfers to the power provided by
the power supply. Thus, power is consumed only duringthe 1 transitions at the output.

The power consumed while charging the load capacitancengluhie time intervall’ is
computed as (details can be found NM97]):

T
P — Cl.vdil.m (1.1)
T
wheren,(T') is the number of) — 1 transitions during a time period. Therefore, in syn-
chronous circuits, the average power consumption of aeigafe is computed as:

P = aC-Vif (1.2)

where« is the average number 6f — 1 transitions in one clock-cycle, anflis the clock
frequency. As the capacitance has to be discharged in ardes tharged again, the number
of 0 — 1 transitions is equal to the number bf— 0 transitions, and the parameteiis often
replaced with the expressiorb - sw, wheresw is the average number of all transitions during
one clock-cycle (referred to as switching activity). Théatadynamic power of a design is
obtained as the sum of power consumptions over all gate®idekign.

The value of the power supply is usually fixed and constard, the clock frequency is
defined for each specified design. Therefore, two paramegarain unknown for power es-
timation: load capacitance and switching activity. There many different ways to address
the problem of finding these two parameters, and they willibsadissed in detail in the next
chapter.

According to the features of these two parameters, dynamwepcan be further divided
into three components: the power of the clock circuitry fwatfixed switching activity equal
to two), the logic power consumed in the functional units amemories (where the load ca-
pacitances correspond to the loads driven by the outputseolbgic gates), and the power of
the interconnects that are used between the units (wheledbecapacitance depends on the
type and length of a wire used for the connection). While ed¢hese power components con-
tributes to the power of the design, when an FPGA architedgsiconsidered, the interconnect
power represents the dominant portion of the total poB&H02 DTO5] due to relatively large
capacitive loadings of the programmable switch matricéss followed by the power of the
clock circuitry, while the logic power normally has a lowenpact on the total power. How-
ever, in data-dominated systems, such as DSP circuitsptfie power component can not be
neglected. Therefore, in this work, power estimation ohbddgic and interconnects, will be
addressed.
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A third source of power dissipation in CMOS circuits can beniified: the short-circuit
power which occurs when both transistors in an inverter ameet on at the same time while
the input switches. It can be considered to be a part of thamjympower as it depends on the
switching activity of the gate inputs. However, this comenhis much smaller than the first
two [NSOQ , and with the scaling of the transistors it becomes evendamificant.

1.1.3. Power optimization

In order to cope with the complexity of modern applicatioBsmputer-Aided Design (CAD)
tools must be used to approach the power reduction probletrfirsdy these tools begun to
tackle the power problem at the gate-level of abstractioowéVer, by the time the design has
been specified at the gate level, it is often too late or to@esje to go back to the architec-
tural level to fix the serious power problems. Architectutadnges are much easier at higher
levels of abstraction. A designer can investigate a highenler of different design architec-
tures at these levels, so the possibilities of finding caateésl with low power consumption are
extended. Figl.5shows the percentage of power that can be saved during edicl phases
of the design flow in VLSI circuitsRID98 Kri04]. It also shows the iteration times required
for power optimization at each stage of the design flow. Ashmgeen, the largest savings (be-
tween 10 and 20 times) are achieved through the new systerrahitecture implementations.
These iterations have the shortest duration, thus enathigngvaluation of a large number of
low-power candidate architectures in a short time. The emftie¢ on power without significant
sacrifice on the performance becomes harder as the desigrilgoegh stages of realization.
Power savings around only 10 - 20 % are achieved at the loexsisl of abstraction where the
architecture has already been defined. Therefore, it isa@rib address the power issue at the
earliest stages of the design flow.

The input to the system-level phase of a design flow is a sebsirat communicating
processes or tasks, with no knowledge of whether the tasksrgrlemented in hardware or
compiled into software. In this phase, the most efficienbatgm in terms of area, power and
performance is chosen depending on the values of systezhdstimates, different architec-
tures are explored in order to find the best one for the givevepcarea and time constraints,
and harware-software partitioning is performed. The tesfuthis phase is a behavioral or al-
gorithmic description of the design mapped on to HW and SWpmmments, where the detailed
cycle-by-cycle behaviour of the design and its structueerat yet defined.

High-level synthesis converts the functional descripijionthe behavioral domain) into a
structural RTL implementation (register-transfer lewbBt consists of macromodules and ran-
dom logic together with their connections to the other meduThis phase consists of schedul-
ing, binding, allocation and resource sharing tasks. Thekcboundaries of a design are also
determined during this phase. Power optimizations at #hslldeal with the design of the
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circuit architecture.

Next, logic synthesis maps a technology-independentseptation of a combinational and
sequential logic (RTL) into a semi-custom technology ligréogic level). As a result of the
logic design phase, a netlist is created that describesetingired logic gates and their con-
nections. Power optimization techniques at these levelsde clock-gating, glitch reduction,
optimization of the clock tree connections, etc.

Finally, at the layout phase, the mapped circuit is placebranted, and the technology and
the size of the transistors are chosen in order to reduce#kade current, and to improve the
performance of the design.

FPGA design flow

ASICs are designed from the behavioral description to thesighl layout. Unlike ASICs,
FPGA design ends with a bitstream used to configure the devi¢es means that there is no
physical layout design (the layout phase ends with routing)

When FPGAs are considered, the energy savings in the loditagiout phase (i.e. obtained
by power-aware technology mapping, clustering, placeraedtrouting) have been reported
in [LWO3]. The majority of the savings are achieved at the logic phlssigh mapping and
clustering. In addition, the savings were cumulative antemvapplied concurrently, an energy
reduction of around 20% was achieved. WIFDAOQ6], a methodology for power minimization
through placement and routing constraints has been apliE®GAs and an average power
reduction of 10% was achieved. IANO2], a power aware technology mapping has been
implemented, achieving also around 10% of the power rednctihile in [Ale97], power im-
provements of 26% have been achieved by rearranging thé signals of LUTs in order to
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minimize the total switching activity. Consequently, FP&llow the same trend as shown in
Fig. 1.5regarding the influence of power optimization techniqueshendesign power at the
implementation levels of the design flow.

High-level optimization techniques

Since the largest savings are achieved at the highest lgfvalsstraction, a number of Register-
Transfer Level (RTL) and high-level optimization methoalgies have been proposed for both
ASICs and FPGAs. They tackle the power optimization protiemmugh RTL glitch minimiza-
tion [RID98 RDJ9Y, high-level synthesis combined with: floorplanninggb04 SHS 033
SHS"03b,BRS0(, dual voltage supplied HW97, CP97 CCLHO04, CCX05, multiplexer op-
timization [CCF03 CX08§], interconnect power minimizatiorZp05 SK0§, partially guarded
computation CJCO0Q, loop folding [KC97], management of the transient power such as cycle-
by-cycle peak power and peak power differentRRRL01 MRCOJ etc., or through the dy-
namic power management at the system |eBBIRDM99 by selectively turning off the system
components when they are idle. In all cases, the key elerf@rdssign space exploration is the
availability of accurate high-level estimation models.e$b models need to be integrated into
the high-level optimization techniques, as to avoid timesuming low-level implementations
of each possible design architecture.

The main goal of this project is the construction of an effitiechnology for high-level
power estimation that can be succesfully used in high-laiggrithms aimed at power opti-
mization.

1.1.4. Power estimation

Existing high-level power estimation techniques for FPGdta to represent power consump-
tion in the form of an equation. Variable parameters in theagign depend on the various
factors, from the simple ones, such as input and output kggatistics, operand word-lengths,
circuit fanout, etc., to the more complex ones, such as thgonent structure, signal statistics
propagated through the component, etc. The coefficiemtslisig.by the variables are obtained
through extensive transistor or gate level circuit simala as a step prior to high-level synthe-
sis. As itis not possible to cover all the possibilities foese variables in a reasonable time, a
solution is sought in numerical methods, thus often rasglith not so accurate estimates. An-
other critical parameter is the word-length of the operai@isce word-length optimization of
DSP algorithms has proven to provide significant cost sa/{r{@CC"0€], [KS01), it is very
important to have fast power estimates for components ofogeyand word-length in order
to see if the power constraints are met during architecsymalhesis. However, as the number
of combinations for input word-lengths is extremely higmeav set of simulations for module
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characterization is necessary every time the module paeasnehange.

Furthermore, the accuracy of the high-level estimation ef®depends on the accuracy
of the low level simulation tools used for their charactatian. There are a few such tools
designed for commercial FPGAs, and the most widely used B@nér from Xilinx [Xil] and
PowerPlay from AlteraAlt]. These tools provide a detailed power breakdown of a ddsaged
on the resource capacitance, resource utilization andsdatehing activity. Nevertheless, large
errors are detected when the estimates obtained from thasénave been compared to physical
measurementAJt05, ESJO6LLCCO5]. Additional problems are encountered when complex
designs with many signals are to be modelled, as these tqlsre large amounts of memory
and long execution times. As a result, it is preferred thatgbwer estimation models are
characterized through on-board measurements.

1.2. Objectives

The main objectives of this PhD work are the developmentsifdad flexible RTL and high-
level power estimation models for DSP circuits implementeBPGAs and the verification of
the proposed models through on-board measurements.

It is clear that the switching activity computation is nesay for estimating logic power.
Still, it is also essential for estimating interconnect powas the activities of the lines that
connect the modules are directly related to the switchitigities of the outputs of the modules.
As a result, the switching activity can be considered to legpthwer term that, once computed,
can be used together with a proper signal model for the postanation of both, logic and
interconnects. However, the load capacitance is modeitfiehtly in these two power groups:
it depends on the logic function of a gate in the logic powad an the types and lengths of
wires in the interconnect power. Therefore, two differeighHlevel estimation models have
to be developed, one for each of these two groups. Consdyguibiet objectives of this thesis
project can be summarized as follows:

e The analysis of the most-suitable signal model for DSP appbns that enables fast and
easy switching activity computation

e The development of a methodology for switching activity qutation

e The development of RTL and high-level power estimation n®é& logic in DSP cir-
cuits implemented in FPGAs, which includes:

a) The modelling of the load capacitance for DSP modulesemphted in FPGAs at
high level of abstraction (while the design is still at thgaithm level).

b) The development of a methodology for high-level logic powstimation of DSP cir-
cuits implemented in standard FPGA fabric based on theteesiithe previous objectives.
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c) The development of a high-level power estimation modeDSP blocks embedded in
FPGA architectures.

e The development of RTL and high-level power estimation niette interconnections in
DSP circuits implemented in FPGAs, which includes:

a) The analysis of the FPGA interconnect power and the sthidiieoFPGA routing
properties, wire-lengths and on-chip wire-types.

b) The development of a high-level interconnect model thatitable for the integration
with high-level optimization techniques (i.e. based onrid@nning algorithms).

e The verification of the proposed models through on-boardsoresnents which includes:

a) The development of a measurement system that providesaaegower values for
each power group separately.

b) The validation and characterization of each of the dgxedgower estimation models
for various signal statistics and input word sizes.

1.3. Book organization

This thesis tackles many different areas, such as signaéhnegresentation for DSP circuits,
switching activity computation, logic power estimatiommwer estimation in interconnections,
measurement methodology for model evaluation, etc. Fgrrdason, the state of the art for
each of these areas will be analyzed separately at the begiofhthe corresponding chapters
which are organized as follows (see Fig6).

Chapter2 gives a description of the measurement technology thabeilised in the rest of
the chapters for model characterization and evaluatiofoclises on a methodology for wire
capacitance extraction, since this information is esakfoti determining measured interconnect
and logic power components. A brief overview of XPower, ohé¢he low-level commercial
tools for power estimation provided by the chip vendors]ss given in this chapter, as it will
be used later for comparison with some other estimation teddend in the literature.

Chapter3 describes a novel approach for power estimation of glokdardonnects. The
model takes advantage of the router properties to minirhigelélay in the circuit. A character-
ization procedure for the power estimation model is descriny using some circuits designed
for this purpose. It is followed by the evaluation of the miquerformance for various different
DSP test circuits. Additionally, an analysis of routing mwn FPGASs is given in detail.

In chapter4, logic power estimation is presented in detail. First, tiggal model used for
the purposes of switching activity computation is preseént€he model was adapted to de-
scribe the characteristics of DSP signals with a small nurobhigh-level parameters. Next,
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the methodology for switching activity propagation thrbogt the component and a novel ap-
proach for estimating the amount of glitching generateidashe component are described.
The methodology is adapted for various DSP component sttesthat correspond to the im-
plementation structures of IP cores in Xilinx devices. Thapter ends with the experimental
results that present error performance of the logic esttmanodel for different arithmetic
component types, compared against both XPower and physidabard measurements. Also,
a comparison with some other logic estimation models fourttie literature is included.

Chapter 5 focuses most of all on the analysis of the accurdenwoth models from chap-
ters4 and3 are joined in a complete model for power estimation. Thergreoformance for the
final model is analyzed for a wide range of input parametedsdififerent DSP benchmarks.

Finally, chapter 6 contains the conclusions of this work.
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CHAPTER 2

Model characterization and verification

The accuracy of the high-level estimation models is higldpehdent on the accuracy of the
method used for their characterization. Low-level simuolatools need to make some approx-
imations when they try to model the simulated system andalget architecture in order to

obtain the estimates in reasonable times. Hence, the highession is achieved by using

physical on-board measurements.

Due to different load capacitance characteristics in aaenections and logic, their power
estimation is achieved through different models. Consetlyjehe models need to be charac-
terized separately, so separate logic and interconnedureshpower values are required.

This seems to be a problem when the power of any chip (ASIC AJR&Gmeasured, as the
chips are encapsulated and we can not access the power sfiiptyelements of interest. The
only way is to measure the total power of the chip and then fimdato separate the different
power components by carefully designing the circuits to masared and post-processing the
results afterwards.

In this chapter, we focus on the description of the measunémeehnology that will be
used in the rest of the chapters for model characterizatidresaluation. First we give a brief
overview of the measurement methodologies that have bemth & far for FPGAs. Next,
we present a methodology that includes a measurement setapl developed for gathering
the information about the placed-and-routed design, aade#traction of wire capacitances.
Finally, at the end of this chapter, we give a descriptiorhef XPower tool.

15
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Figure 2.1: Methodology used in§KB0Z and [DTO5|

2.1. FPGA Power estimation based on on-board mea-
surements: background

Measurements on-board have been used for many differgnoges, from the analysis of power
distribution over different elements such as logic, clookuitry and interconnectsSKB02
DTO05], to the influence of the design architecture features orgpWALO4,LLCCO5], and the
characterization and verification of the power estimatiadeis EJH"04,ESJO6dHAJW07)].

An analysis of dynamic power consumption in Virtex Il is ¢ad out in [SKB0Z, by ex-
tracting the effective capacitance of all resources thinosighulation and measurement, and
obtaining the design resource utilization and switchintyag after place and route (see Fig.
2.1). Since the resource utilization varies with the desigaythse a large number of real cir-
cuits in order to obtain statistically valid results. Thenas to better understand where power
is consumed in FPGAs. This analysis can identify the costsofgieach resource, expressed
through the value of its effective capacitance. Still, thsuits for power dissipation distribution
can not be generalized to any design, as the utilizationsafuirees and the switching activity
strongly depend on each particular design and input dataesgtectively.

The work in DT05] presents a methodology for pre-silicon dynamic powemegstion of
FPGA-based designs. Similarly t8 KB0Z, the effective capacitance of all resources is ex-
tracted through transistor-level simulation, and the glesesource utilization and switching
activity are obtained from the simulation of a placed-aodted design (see Fi@.1). A large
number of benchmarks is used and the estimation model gatati against physical measure-
ments. However, the design has to be placed-and-routedder ¢o obtain power estimates,
which increases the design time significantly.
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Figure 2.2: Cycle-by-cycle energy measurement

The work in BHUO3] measures the power consumed in Virtex FPGA chips, but fgus
most of all on the power consumed during dynamic reconfigumat

A high-level power estimation model of Xilinx FPGA embeddeémories and hardware
functional blocks has been presentecEdifi™04,ESJ06. The model uses a set of high level pa-
rameters, divided into architectural and algorithmic paeters, where the coefficients standing
by the parameters are obtained through curve fitting oveepeoalues gathered from measure-
ments. For this purpose, the measurement system containER@A chips, one where the
characterization designs are implemented and the secand/oich provides simulation vec-
tors to the first one, similar to the work presented here. €hables the power consumed by
input vector generation to be separated from the design poavesumption. Significantly, re-
sults in ESJO6 point out that a maximum error of 132% was reported in thevedes provided
by XPower, for the implementation of the FIR filter in VirteikRro and Virtex E.

The work in WALO4] analyzes the impact of pipelining on power consumption athb
Xilinx and Altera FPGAs by varying the number of pipelinegga and detecting the power
difference. However, as they measure the total board copsoimthey have no way of isolating
dynamic or interconnect power consumption of the FPGA ireotd guide other architectural
decisions, apart from the number of pipeline stages.

Cycle-by-cycle energy measurement in Xilinx FPGAs is pnése in LLCCO05]. The mea-
surement is based on switched capacitors, similaRM+ 03], which allow determining the
static and dynamic energy per clock cycle. The setup is pteden Fig.2.2 The switches are
alternatively turned on-off, and each capacitox{ andC's,) charges for one clock cycle and
discharges for another. The energy is computed from theoltdge values over the capaci-
tors (i.e. when the capacitor is fully charged and fully dmsged). Beside the total energy, the
system is able to compute static and dynamic power sepatatelsing the resistancgs, and
obtaining the value of the on-chip by-pass capaditgrthrough the charge sharing rule. Ad-
ditionally, the authors compute the average power valuerepdrt high overestimation errors
when these values are compared to XPower estimates. Alhibwey are able to identify the
difference in the interconnect power by applying area gairgss or to investigate the effects of
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Figure 2.3: Measurement setup

loop-unrolling and pipelining on a design, the logic ané&mbnnect power components are not
identified separately from the energy consumption of thele' R GA core.

The approach described idHAJW*07] uses measurements for the characterization of
high-level power estimation models. This work is focusedlm@development of instruction-
level power estimates in soft-core processors implemente®GAs and falls out of the scope
of this study.

2.2. Measurement setup

The first goal of the measurement methodology is to obtaicaipacitance values of the global
wires used for routing in Xilinx Virtex-11 Pro devices, asshnformation contains proprietary
technology details and it is unavailable to us. These valik®e later used for obtaining the
value of the interconnect measured power.

In order to accomplish this goal, we use a common method ta&xhe effective capaci-
tance BKB02 DTO05, EJH"04].

The measurement setup is presented inEigand its block scheme in Fig.4. The system
contains two FPGA boards: a XUP board from Xilinx and a Str&xsP Development board
from Altera. The board from Altera is used for loading the slation vectors to the XUP
board. The XUP board serves for measuring the power of afgpeeisign. As the power
supplies for the core, /O pins and auxiliary power supply sgparated on the XUP board, we
measure directly only the core power of the FPGA. The 1.5Veyampply for the core voltage
is provided by a synchronous buck-switching regulator eated to the 4.5V-5.5V external
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Figure 2.4: Block scheme of the measurement setup

power input Kil05].

We use a resistance at the entrance of the core power supiblg thip, and for each test
design, we measure the voltage over this resistor, whicblesais to calculate the current
provided by the supply. The value of this resistance is s@0tohms as this value provides
maximum measurement precision and ensures the corredidoality of the buck-switching
PWM regulator on the XUP board. The tolerance of the restgtasn+5% and it indicates
the measurement systematic error. An interested readdimcbadditional information on how
this particular resistance value was chosen in Appendixi. flinctionality of the chip itself is
guaranteed by a direct feedback from the chip power supphgetoput of the regulator (see Fig.
2.4). The voltage over the resistance is measured by usingaadiffial probe Tektronix P6248,
and the measured value is the average of 750000 voltagesvacerded in the osciloscope (75
values for each of the 10000 loaded input vector pairs). Afitexhal signal is generated on the
Altera board that indicates the beginning and the end ofdahddd input vector sequence. The
power is then obtained as the product of the power supplageland the current going through
the resistance.

The power is measured for simple designs that consist of diphet or adder core (in
further text both referred to as modules), that is replidaeveral times in the design (between
one and four times), in order to improve the accuracy of thasueements. The number of
replications is limited by the number of 1/O pins on the botrat are aimed at user purposes.

As the designs are stimulated externally, they do not corgaira blocks like memory
arrays, control logic etc., that would contribute to thetg@ower and thus, prevent any possible
separation of the module power from the global intercormedence, each design consists of
several identical modules and the lines that connect theuraqans to the 1/0 pins (see Fig.
2.6).



20 CHAPTER 2. MODEL CHARACTERIZATION AND VERIFICATION

(Positiort
Measurements =1,2 Number of
each wire type
Measurement . Synthesis
system Translation
L] Mapping
1. Static power Place & Route

2. Clock power
3. Total power for
input stimuli

Dynamic power
w/o clock
Interconnect
power difference
¥
= Multivariable
o regression
Y
(C,C.C,Cy )

Figure 2.5: Methodology for effective capacitance extraction

Power data
parameters

DFG

My Ny Ny N

Known power
parameters

Power supply,
clock frequency

Switching
activity

&
G

For each design, we repeat the following steps:

1) The static power is measured when no input vectors and sigoal are injected.

2) The clock circuitry power is measured when the designnsudated only with the clock
signal, while the inputs are setto '0'.

3) Various measurements are performed for sets of 1000@ sigral vectors with gaussian
distributions and different autocorrelation coefficients

4) The power of the clock circuitry together with the statmyer is subtracted from the
power values obtained in 3), as to isolate the dynamic poWiredogic and the interconnects
for each input stimuli set.

The static power varies with the state of logic signals dydasign operation, and also with
the way a design utilizes the FPGA hardware. The activityheflbgic signals increases the
chip temperature, which in turn, increases the static p@serell. However, the designs we
have used are extremely small, so it has been assumed thstatizepower increase would be
negligible. In order to confirm this assumption, we have atpe steps 1) - 4) at two different
frequencies (50MHz and 100MHz) for several of the most pevegrsuming designs in the
set (containing multipliers implemented in LUTSs), and ieddhe relationship between two
obtained values for isolated dynamic power for each desigmesponded to the relationship
between these two frequencies (i.e. two).
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Figure 2.6: Two different module positions in FPGA

As the circuits contain only synchronized combinatorigitowithout any feedback loops,
it can be considered that there will be no toggling on logimais when all the inputs are set to
'0’ and that the clock power is measured properly.

In order to separate the power of a component from the powedjlobal routing we use a
method similar to$KB02 DT05], where the effective capacitance of each of the globaimgut
resources is obtained through the measurements. The noétlggds presented in Fid.5.

First, we repeat the set of measurements 1) - 4) for two @iffepositions of the modules
on the chip: one where the modules are placed very close #éQhgns, and the other where
they are placed far from them (see Fi@&.6). We use area constraints in order to accomplish
the wanted module positions. By subtracting the two valu®ained for the dynamic power
consumption of these two designs, we are able to obtain e tlaat corresponds to the power
consumption of the interconnect difference between therit,ia explained next.

It is important to note, that the modules considered here hegistered inputs and outputs.
Inserting registers at the inputs and outputs is necessamder to eliminate the glitching that
might occur inside the module due to the different paths ftieenl/O pins and thus, we ensure
that, as a result of the subtraction, the module power is tetely cancelled.

2.2.1. Wire capacitance extraction

In commercial FPGAS, routing is accomplished through tleedrchy of segmented routing re-
sources in order to achieve high speed. The most power congare the long lines, followed
by the hex and double lines, while the least consuming areitigge lines EKB02 AN043,
PHBOS.

We model the effective capacitance of each resource (logg,double and single) as the
capacitance of the routing wire together with the progratimawitch that drives the wire,
as in DTO5]. After placement and routing of a design, the Xilinx tooEl$reates a native
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circuit description file (.ncd) which represents the phabircuit description of the input design
as it applies to a specific devicXi[]. We have developed a tool in C++ called MARWEL
(Measurement of ARchitectural WirE Lengths), based on thep@& Template Library (GTL)
[GTL], which is capable of obtaining the length and the numbehefdifferent wires used
from the XDL file. This file is the text version of the placed armited circuit description
(.ncd) and is created by the Xilinx Design Language (XDL)t@m interested reader is refered
to Appendix A for more information on MARWEL.

Therefore, for each interconnecthat goes from or to 1/O pins in the design, MARWEL
provides the number of hex, long, double and single wired fmeits routing:ny,;, ny;, ng and
Ngi.

As the inputs and outputs are registered and there is ndigigan the wires that connect
I/0 pins with inputs and outputs of the modules, we are ablebtain the switching activities
swj, of the routing wires from simple data flow graph simulatiomke value of the switching
activity for each interconnect is then multiplied by theresponding number of wires of each
type used for its routing.

According to (.2), we need four parameters in order to calculate the powenefriter-
connects. Two of them are known, as the power supply has & wdll.5V for Virtex-11 Pro
devices, and the clock frequency is fixed to the value usediimeeasurements (50MHz or
100MHz).

As we can not obtain the measured interconnect power vapagately from the rest of the
design power, we substract the obtained dynamic power fodifferent positions of modules
on the chip. Thus, we eliminate the logic power that is theesBonboth implementations. This
allows us to break-out the power consumed in the intercdan&berefore, we can express the
power difference of a design in the two measured positions as

I1+I12+0
Pr—Py=05-Vig - f-(Cor 3 [(ng; — niy) * swi

=1
I1+12+0

+Cr- >0 (g = nfy) * swi]

Irﬁzii) (2'1)
+Cq - Z [(ncllz - n?lz) * SW

hﬁgio

+Cs- >0 [(ng —nZ) * swi)
=1
where P, and P, are the measured dynamic power of the design with the modutég posi-
tions far from and near to the 1/O pins respectivély, C;, C,, C, are the variables representing
the effective capacitance of the hex, long, double and singles respectivelyl;, I, are the
word-lengths of the two input operands afidis the word-length of the output. The design
position is identified through superscripts 1 (far) and 2a(heA multivariable regression over
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a number of measurements for modules with various operamd-igagths is applied, as to
obtain the effective capacitance for all types of wires.

Once we have these values, we can obtain the power consumgbtamy interconnect, by
using the information about the number of different wireggmsed for its routing. Finally, the
power is computed as:

P:0.5-Vd2d-f-sw-(nh-C'h+nl-Cl+nd-Cd+ns-Cs) (22)

2.2.2. Logic and Input buffer power

Beside the interconnect power, logic power of the modulesbeaobtained as follows.

The remaining power obtained by substracting the powerldhalinterconnects from the
dynamic power of the design contains two power componesimodule power and the input
buffer power (as the input buffers are also power suppliethey=PGA core voltage). In order
to obtain module power, we need to compute the effectiveatgece of input buffers as well.
This capacitance is computed by measuring the power of tw@ds: one containing three
multipliers implemented in LUTs, and the other containimdyoone multiplier implemented
in LUTs. First, we substract the corresponding intercohpegver from each of the designs.
Thus, we obtain the following logic power values:

Bog,l =3 * Pmult + -Pz'n_buf (23)
-Plog,2 - Pmult + -Pz'n_buf (24)

whereF,,, , andP,, » are the logic power values of the first and the second desgpectively,
P,..1¢ 1s the logic power of the multiplier an#;,, .., is the power of the input buffers. From
these two equations we are able to extract the power of the& yfers. The effective capac-
itance of a single input buffer is then obtained by dividiRg ., ; by the sum of the switching
activities of the inputs, square of the power supply andgitegequency:

-Pz'n bu f
Cm uf — — 2.5
-ud 0'5"/5125{'f'SWin_buf (2:5)
Nin_buf
SWin_buf = Z sw_in; (2.6)

i=1

where N, 1,s IS the total number of inputs, andv_in, is the switching activity of the-th
input. As a result, the measured effective capacitance ioiggesinput buffer is found to be 3.52
pF.

The module power can now be easily obtained by substradtmgterconnect power and
the power of the input buffers from the total dynamic powethaf design.
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Table 2.1: Effective capacitances for different wire types.

Wire type | Capacitance per unit-length [fK]
Long 178.133
Hex 86.578
Double 71.47
Direct ~0

2.2.3. Effective wire capacitances

In this section, we give the values obtained for the wire cdapaces, and also the errors that
were obtained when the measured power difference (comespg to the interconnect power
difference) was compared to the estimated interconnecepaifference computed by using
these capacitance values and the information obtained M&XRWEL. In order to ensure
correct values, some measurements were repeated seweeal under different temperature
conditions in the laboratory. The static power changed mtiegly to the alteration of the tem-
perature, and the maximum relative error between dynamiepwalues obtained through the
repeated measurements was found to be only 3%, thus verityncorrectness of the measure-
ments.

The experiments were performed on four different size rpligtis implemented in LUTS,
four different size embedded multipliers and five differsize adders with operand sizes of 8,
12 and 16 bits. The module input signals had a zero-mean igaudistribution with autocorre-
lation coefficients that varied between 0 and 0.9995, megthiat the switching activity of the
input bits varied, between 0.00025 and 0.5 (the relatignisbiween switching activities and au-
tocorrelation coefficients will be discussed in detail impterd). The characterization set used
for the multivariable regression considered the poweresabliorresponding to the input signals
with autocorrelation coefficient equal to O (i.e. switchengivity of 0.5), as they provided the
largest consumption and thus, the best accuracy. Additjomae have also used the multiplier
16 x 16 and adder 16& 16 and autocorrelation coefficients of 0.5, 0.9 and 0.99 e dhe the
components with the largest size used for measurementshasdhave the largest consump-
tion. Although adder consumes less power than a multipliethave replicated the adder core
three times in order to improve the measurement precisitwe. rileasured capacitance values
for the different wire types are given in Tal##el. Their values correspond to the capacitances
spanning the distance between two neighbouring CLBs. Ttaé ware capacitance for each
wire type is obtained when the corresponding capacitancermielength is multiplied by the
number of segments that the wire spans.

Furthermore, for each module and each autocorrelatiorficiesit, we computed two val-
ues: 6 P, that corresponds to the power difference for the modulétipos 1 and 2, in the
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Table 2.2: Error for the interconnect power computed with the effecttapacitance values.

Module Error [%0]
types p=0]p=05]p=09|p=0.99 | p=0.9995

multl6x16| 4.23 | -6.05 | 10.56 -2.01 -0.81
multl2x12| 9.75 | 6.16 11.10 1.61 6.05

mult8x8 | -1.04 | -0.35 | -0.64 | -11.72 -1.81
multl2x8 | -3.66 | -9.41 | -4.18 | -11.14 -8.93
embl12x12| 5.65 | -498 | -5.51 | -12.71 -7.06
embl1l6x12| 13.95| 8.16 5.33 5.76 6.22
embl6x8 | -6.89 | -6.58 | -2.16 -7.83 -6.98
embl1l2x8 | -3.04 | -13.2 | -0.63 -7.18 -0.97
add16x16| -0.95 | 2.11 2.50 1.03 -1.60
add12x12| 4.27 | 0.84 4.79 -6.00 -0.93

add8x8 | 7.76 | 6.51 2.01 3.28 12.39
add16x8 | 6.03 | 5.84 6.42 4.52 12.09
add12x8 | -3.84| -2.17 3.96 3.91 5.77

left-hand side of equatior(1), and F,,,, that corresponds to the right-hand side of the same
equation, computed from the obtained effective capacitaatues. Tabl@.2shows the relative
errors when the computedl,,, is compared to the measuref. Shading is used to differentiate
the characterization set. It can be observed that, thetiggdiscrepancy is always smaller than
13.95 % and probably occurs due to the local wire parasii@xalained inDTO05].

2.3. XPower

XPower is a Xilinx low-level tool used for power estimatiolt.allows a user to analyze total
dynamic power, and power per-net, of routed, partially edudr unrouted designs. However, it
is recommended to fully place and route a design in order taiolbhe most accurate estimates.

The typical design flow for XPower is given in Fig.7. First, the gate-level timing simu-
lation of the placed-and-routed design is run, and as atresWMCD file is obtained. We have
used the Mentor Graphics ModelSim simulator for this puep@ghich is one of the simulators
supported by XPower. The VCD file contains detailed infoiorabn the toggling rates and
frequences of all the signals in the design, and it is usekdeasmput simulation file for XPower.
Beside this file and the .ncd file which contains the physiefdrmation of the placed-and-
routed design, a user can optionally load the .pcf file wiflorimation about user constraints
and the .xml file that contains settings for the design saftedsome previous XPower analysis.

The output file of the tool is a power report. A user can speifithe report should be
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Figure 2.7: XPower design flow

"Standard”, "Detailed" or "Advanced", depending on how mudormation does he or she
need. The report that contains the most detailed informatiodesign power is the "Advanced"”
report, and we have always used this option in our experisaémfiormation about the power of
each individual element in the design is listed and sortetyjpg into the following four groups:

1) The power of the clock tree including both, the power otkloets and the power of all
clock buffers, except the input clock buffer (Clock poweougyp);

2) The power of logic considering only the power inside Camnfadple Logic Blocks (CLBs)
and embedded blocks (Logic power group);

3) The power of signals including both, local connectiorside the component, like the
connections between the CLBs that form the component, atzhftonnections used between
I/0 pins and component input and output registers (Sigralgep group);

4) The power of input buffers (Inputs power group)

In the following chapters, we have used XPower for two déférgoals. The first goal
is the comparison of the estimation models developed hette seime other estimation mod-
els that were characterized with XPower, and/or that needegty high number of measure-
ments for their characterization, so that it was difficultt@racterize them through on-board
measurements. The second goal is the exploration of XPoweeracy against the on-board
measurements.



CHAPTER 3

Power estimation models for intercon-
nections

In this chapter, we present a high-level interconnect ponaiel that is capable of giving fast
and accurate estimates for any given distance between tirect®d components. There are
two input parameters to the model: the relative positionhef tomponents and the ordering
of the pins on the components’ boundaries. Hence, the ombynration that is needed for
the usage of the model is the design floorplan, meaning thainitoe used at higher levels of
abstraction. Consequently, the proposed model is suifablategration with floorplan-aware
high-level synthesis aimed at power optimization, whereueate estimates are needed in the
shortest possible time. In further text, this model will leéered to as High-Level Interconnect
Model (HLIM).

This chapter is organized as follows. First a brief overviwhe previous work on in-
terconnect power estimation is given in secti It is followed by the interconnect power
analysis for Virtex Il Pro devices in secti@?2, where some router properties that are important
for modelling interconnection power consumption are sedout. Next, a model for intercon-
nection power between two modules is given in secBd@and it is extended for the caserof
modules in sectioB.4. Experimental results are given in secti®b.

3.1. Interconnect power estimation: background

The problem of interconnect power estimation is to estirttegeapacitance and activity of each
wire in a design. Because the activity can be derived fromatiiwity data of the modules, the
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major problem is to estimate the wire capacitance, whichimegrily determined by the wire’s
length.

Interconnect wire length estimation has been previouslgistl in the literature due to its
high importance for circuit delay estimation. As both dedayl power of interconnects depend
on the wire length, an overview of the wire length estimatiechniques developed for the
purposes of timing analysis will be also given in this sattio

Most of the existing interconnect estimation techniquesapplied at the post-placement
design level, as the information on global routes is extitgrsearce at the higher levels of
abstraction. Furthermore, iIM[CSBO0S, it was noted that by changing the seed of the placement
algorithm for generic logic in FPGAs, the delay of some iotemects can change significantly
(up to 2 or 3 times). In the continuation, a description ofesal/post-placement techniques is
given, followed by a description of the techniques thatrafieto model the interconnections
at pre-placement stages of the design flow. Finally, wirgtleestimation techniques based on
Rent’s rule are explained at the end of this subsection.

3.1.1. Post-placement techniques

The methodology presented iIKBB01, KBB06] estimates only interconnect routing demand,
while power is not analyzed. The design routing demand isxddffor each channel in an
island-style FPGA and represents the number of routes tleatised in the channel. They
predict the channel width and the routing demand as follokisst, for all routing channels
in the given net the terminal demand is computed, as the gevef the total number of the
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routing channels at the same distance from the terminaln,the net-demand for each routing
channel is computed as the maximum of all terminal demandsriat. Finally, the routing
demand is obtained by adding up all net-demands over allineét® design. This enables to
find out if the routing is feasible or not. In Fig.1two net terminals are presented together with
the net demands of the channels between them. In this partcase, the net demands of the
both terminals are the same due to the symmetry of theirimtain the FPGA. The routing
analysis is performed by using Versatile Place-and-RaatgYPR [BR97]), a non-commercial
tool used to study FPGA architectures. This tool enablesisiee to explore different FPGA
structures, by changing the number of LUTSs per slice, thelvarmof slices per CLB, the number
of routing wires between each two CLBs, the channel widih, et

The same authors compare their methodology with severar atiethodologies that es-
timate interconnect routing demand iIKBB04]. These methodologies were originally pro-
posed for ASIC flows, but they were readily adapted for FPGAKBBO04]. One of them is
RISA [Che94, where the routing demand of a net depends on the net’s liogibox size and
the net weight which is computed empirically by generatingi@ distribution map (WDM).
For each)M —point net, a WDM is built from a large number of optimal Steitrees BOI94]
for randomly distributed\/ points, while the net weight is obtained by normalising thens
of the demands due to each steiner route. Another methogakey for comparison is Lou’s
method LKSO01]. It is based on the ratio of the number of the paths that ugeeifsc routing
region to the total number of paths possible. This methodatpe on two-terminal nets, while
multiterminal nets have to be decomposed in two terminainsggs. It has been adapted for
congestion estimation in FPGAs also AlN044d. According to the comparison, the methodol-
ogy presented in{BBO01] has the most accurate estimate of the routing demand @veraor
less than 1%), followed byJhe94 (average error of 3.77%), andKS01] (4.12% average er-
ror). However, the results are compared to the values adddnom VPR, so the methodologies
are not tested against commercial tools which have a mat&darepresentation of the real
design implementation.

In [ANO44, it was shown that changing the order of nets before routimggexact same
design, can lead up to 20% of power variations on averagealtlee variation of the inter-
connect capacitance. This capacitance noise occurs dhe toatle-offs that the router makes
between the FPGA resources allocated to each net, whiclesoéved arbitrarily in different
cases. Thus, the accuracy of pre-routing power estimatiotefs is limited by this inherent
capacitance noise.

The methodology for interconnect power estimation presgkiitere, is similar to the one
that is used for power macro-models. Power is representdideiiorm of an equation, but
the variables in the equation depend on the routing pragsedt the design and the underlying
FPGA architecture. They include pre-layout parameterd sisdfan-out and half perimeter of
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the bounding-box of a net, and architecture-specific paten®msuch as the number of CLB tiles
in which a net has pins, the pin types on a net, congestiomatdd as inllKS01] etc. The in-
fluence of each of these parameters on interconnect powtedigd in detail in order to find the
best function for the estimation model. Considerable besaffe achieved by introducing model
parameters of the underlying FPGA interconnect architedtuaddition to the pre-layout pa-
rameters (the estimation error for the model with architecparameters decreases more than
20% compared to the pre-layout parameter model). Furthernam analysis is performed in
order to choose the lowest order of the polynomial functi@t tnodels the interconnect power,
without significantly sacrifying accuracy. The final modaktan average error of approximately
35% while taking into account power variations due to défdrinterconnect capacitance in the
routing solutions.

3.1.2. Pre-placement techniques

The previously described techniques are very time-consgas the design needs to be mapped
and placed in order to obtain architecture-specific pararaet

The methodology described iR\WAWO0Y5|, presents power estimation at the post-synthesis
level. They use the information only about the fanout of tasign in order to predict intercon-
nect power. The main goal is not to achieve precise powenasitn, but to guide the user to
design-level hot-spots in the circuit. The interconneat@oprediction errors are not reported
separate from the rest of design power. However, theseseteor be deduced from the plot
given in their work which presents the nets’ capacitancégegversus nets’ fanouts of one
analyzed circuit. The errors go over 400% for some of theghesets. Besides, the results are
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given only for the circuit which was used as part of the chizréation set and therefore, the
applicability of the model remains unclear.

A method for estimating the bounding box of the connectioatsveen the modules was
proposed in CCCO7. It uses the circuit topology and pre-characterized comemd fan-out
and area values to calculate routing demands before RTihagis. Still, it seems that the
estimation errors are quite high, since the the authore #tat their values are similar to the
errors presented ilFWAWO05]. The errors themselves are not presented in their work.

A stochastic approach was used in order to predict interection lengths of communica-
tion links in FPGAs in MSCLO7] (see Fig.3.2). The model is applicable to floorplanning, as
it depends on the parameters such as area dimensions ofrtheated regions, the Manhattan
distance between the regions, the number of connectionthamdimber of available long lines
in a channel. The model also takes into account the routé¢sigiedong lines in channels that
are further away when all direct connections are occupi@th@d connections in Fig.2). The
average interconnection length depends on the distaneeéetthe modules and the average
local route length inside the placement area. The modekd usorder to determine the delay
of the connection, which is found to have a linear dependendke wire-length. This approach
has some similarity to the approach for interconnect powgmation presented in this work
regarding the modelling of the component by its area coimsirahile accounting for the local
routes separately (it will be explained in detail in sect®8. However, they assume that no
more than two regions are connected, only long lines arefasdide routing, and the connected
regions are separated by a significant distance on the chigreas in the work presented here
there are no such limitations. The average error for predjechterconnection length is found
to be 7% for the benchmarks that consist of only two FIFOs itvariable number of the
connections between them.

A pre-placement methodology for predicting individual &viength and routing demand of
each net in designs implemented in FPGAs is presentd8B03J]. A circuit is presented as a
set of nodes, and a heuristic approach is applied in ordémialate the placement of the circuit
and determine the bounding box for every single net. Thegdelsas to be mapped before
applying this methodology. The average error reported tamioling box span estimation is
11.6%. The resulting bounding boxes are further used inrdaeredict the channel width
for the routability of the design, and the reported averagerés 6.1% for the peak routing
demand. The estimates are only compared to the values edtlom VPR.

Some high-level technigues have been proposed for estigiaterconnect power in ASICs
[GZJ03ZJ05. They develop a statistical model that describes the cleriatics of a single
interconnect, given its initial and terminal coordinateshe floorplan. The primary purpose
is to determine the segment length distribution of an ienect and the number of vias and
buffers on this interconnect in order to obtain all intencect power components: switching
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power, via power and repeater power. For this purpose, tsmynae that the route between two
points has to go via intermediate points where the routegdsits direction. The occurrence of
intermediate points is modelled as a Poisson process. Haoytae model includes an empirical
constant that has to be determined per design basis, wipoksents a serious limitation for the
model utilization. There are no reported errors for the a@mterconnect power model, due to
the lack of interconnect power values to be compared agdimstead, the authors validate their
approach for several benchmarks by plotting the real anchattd segment length distribution
in order to explore if the intermediate points can be modedle a Poisson process. They also
give the relative errors for the estimated number of viag@ihterconnections (around 3% on
average), and investigate if the interconnection lengitiew the Manhattan distance (only 2%
violate this distance). However, a complete interconoagbiower model validation is missing.

Another popular wire estimation approach for ASICs is penied by generating a slicing
tree floorplan §HS"034. The wire capacitance is derived using a capacitance maedieh
is based on wire length, number of pins and number of brangttgodPins are the connecting
points to RT-resources and their number can be extractedl tihe corresponding RT-model.
The number of branch points and the wire length is extraatewh fa floorplan using Steiner
trees. For interconnect length estimation SA (simulatettalhing) based floorplanner is used.
It performs the algorithm for slicing floorplans. A slicingdirplan is a floorplan that can be
obtained by recursively partiotioning a rectangle by eithevertical line or a horizontal line
into smaller rectangular regions. It can be representedlmrianted rooted binary tree, where
each internal node of the tree is labelled either * or +, comding to either a vertical cut
or a horizontal cut (see Fi@.3). This floorplan is further optimized through special "msve
between the leafs and nodes of a binary tree, thus optimthi@gverall interconnect power
consumption. The reported interconnect power savings4¥edch average, while the intercon-
nection power and wire length estimation are not verifiecsaely. Apart from the wire length
and the number of branch points, this technique should asablke to estimate the number of
switch matrices and the type of wires used for routing in otdéoe applied to FPGAs.
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3.1.3. Rent’s rule

Some efforts have been made to use Rent’s rule to estimatavdrage wire length needed
for the calculation of dynamic power consumpti€@@JF03 and delay estimationNHCBO0Z].
Rent’s Rule is an empirical metric used to quantify circutnplexity. In the 1960’s several
researchers independently found that the relationshipd®et the number of signal input and
output (I/0O) terminals/” and the number of gate¥ of a circuit can be expressed as a simple
power law expression known as Rent's Rule:

T = k-NP (3.1)

where parametey is an empirical constant, known as Rent’s parameterkaisdthe average
number of connections per gate. Since then, this empirieakure has been applied in a variety
of areas, including studies of new computer architectwasthetic benchmark generation and
circuit routability.

Rent’s rule was first used for wire-length estimation by Dtori®on79. The circuit and
its layout are hierarchically partitioned (see F8g4) and Rent’s rule is used to determine the
average number of connections between the partitionspasguhey have the same routing
properties (i.e. the same Rent's parameter). The methakpted there provides only the
upper bound on the average interconnection length, andme sases the estimated wire-length
differs from the real wire-length by a factor of two. It wagther improved in yMSvC9q by
assuming a non-random cell distribution in a layout regiod @cluding the limitations in the
number of wires between the partitions expressed as thebpildp for each particular wire
length. Both methodologies were used for predicting awermige length in ASICs.

The methodology presented BY1S02aSMS021, utilizes Rent’s rule as an empirical mea-
sure for efficient clustering and placement of circuits instéred FPGAs by minimizing the
number of external nets that need to be routed, and matchBént’'s exponent of the clus-
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tered design to that of the underlying FPGA architectureeiffplacement technique tends to
cluster the circuits by absorbing as many small nets intetehs as possible and by depopu-
lating clusters according to Rent’s rule in order to achigpatial uniformity in the clustered
netlist.

In [SWDOQ0Y, an analytical model that relates architectural paramsetiech as: look-up table
size, cluster size, and number of inputs per cluster to teeage post-placement wirelength of
implementations in FPGAS, is presented. The aim is to utaleishe impact of architectural
decisions on the expected wirelength.

The work presented irJDM98a DDM98b] introduces an improved wire length estima-
tion based on a complete description of local, semi-glodwadi global wires for targeted mi-
croprocessor architectures. It models the architectuteoasgeneous arrays of gates evenly
distributed in a square die. This architecture model closeflects the characteristics of an
island-style FPGA architecture, where each logic blocklmatreated as a gate. Consequently,
it has been used IJJCFO03 for the purposes of wire-length estimation in FPGAs. Theg the
Rent’s exponent extracted frorBMS024 as it corresponds to the underlying FPGA architec-
ture and is design-independent.

However, all these equations for wire length estimationdsgved under the assumption
that for any two blocks exists a number of connections sefficenough to cover all the inter-
connections between those two blocks. Therefore, it issserg to define a new wire length
estimation model for designs implemented in FPGAs which ldianclude the existence of
their routing resource limitations. Furthermore, in noerarchical designs where different
parts of a design exhibit different routing congestion,eAgngth and number of interconnec-
tions, the errors introduced by methods based on Rent'sappéed to FPGAs can be signifi-
cant [CS0QSMS024. In these cases, the characterization of the routing streof the whole
design with only one parameter (i.e. Rent’'s parameter)igdih@ossible.

3.1.4. Summary of the previous work on interconnect estimat ion

In Table3.1we present the summary of features of some of the descrilbedtamnect models
and the model presented here: HLIM. The models that arestetlin the table are either used
for some specific designs as is the casedbarf79 vMSvC96 DDM984), where the design has
to be hierchically "self-similar”" (i.e. all the submodelstbe design need to have the same
interconnect complexity), or the errors are not stated aedsto be too large for the purposes
of power estimation as ilJCCO07.

The target technology is listed first. It is followed by thethw and its primary goal
(interconnection power estimation, wire-length and/artiig demand estimation). Next, the
tool used for obtaining "real” interconnect values for mogsdidation is listed for each of the
methods, together with the last phase in the design flow teds1to be performed in order to
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Table 3.1: Summary of features of the interconnection models.
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Technology Method Estimation Tool Design phase
Princeton Univ. Power Synopsys floorplan
ASIC [_GZJO3ZJ05
Univ. of Oldenburg Power/ Synopsys floorplan
[SHSM034 Wire-length
Cadence: RISA Routing Synopsis, post-place
ASIC, [Che94 demand VPR
FPGA Synopsys: Lou Routing Synopsys post-place
[LKSO01] demand VPR, ISE
UT Dallas: fGREP Routing VPR post-place
[KBBO1,KBBO06] demand
UT Dallas Wire-length/ VPR post-map
[BBO3] Rout. demand
Imp. Coll. of London Delay/ ISE floorplan
[MSCLO7] Wire-length
FPGA Univ. of Toronto Power ISE post-place
[ANO44|
Univ. of South. Calif. Power ISE post-synthesis
[FWAWO5]
UCLA: Rent Power/ VPR post-synthesis
[CCFO03 Wire-length
Tech. Univ. of Power Measuremen] floorplan
Madrid: HLIM

apply the corresponding method.

It can be seen that the method proposed here needs very faya phsses to be completed,
as it depends only on the floorplan. Floorplanning can beidered to be at the same level
of abstraction as a post-synthesis design phase, sinckeg &n RTL design description as
input. Furthermore, as it is not neccesary to have a compBletedescription (including all the
control signals, etc.), floorplanning could be categorias@ design phase between high-level
and RTL synthesis. Another important observation is thatnttodel presented here is the only

interconnect model that has been verified with on-board oreagents, thus resulting in the
most confident estimate values.

The accuracy of the models has not been presented in thesiabkethe models have dif-
ferent estimation goals (power, delay, wire-length, nogiilemand), and different benchmarks
were used for their validation. Among the five models fromlitezature that target intercon-
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nection power estimation, we have been able to compare theamy of our model with only
two of them: ANO44d and [FWAWO05]|. [GZJ03 ZJ05 SHS" 034 are oriented to ASICs and
their adaptation to FPGAs is not so straightforward; ab@F03 is based on non-commercial
tools and the reported errors are given only for the totaésength and not for the interconnect
power estimation.

The model presented here achieves similar accuracy as tbel pesented inAN044,
while it is capable of obtaining estimates at an earlier phaghe design flow. On the other
hand, it provides the estimates at the same level of abstnaes the model presented in
[FWAWO0Y5], but it achieves far better accuracy, as it is shown later.

3.2. Interconnection Power Analysis

In this section we will analyze the interconnection powet &ty to establish its dependence on
the wire length. We always consider the connections betwaeiémmetic blocks, as this thesis
focuses on DSP circuits that are primarily data-path oeiént

The smallest segment that a global wire can span inside adEBBesponds to the distance
between two neighbouring Configurable Logic Blocks (CLEsB)d is referred here to as one
unit-length.

During the routing phase, the minimum cost paths are sel@¢ot@nplement the connec-
tions. The cost consists of two parts: the one that accomnthé competition between dif-
ferent nets for the same wiring segments, and the one thattethe routing delay associated
with the routing segmenghe99. If there is no congestion in the circuit, the first cost ftion
can be neglected. Therefore, the router is timing driverhis tase and we assume that the
interconnect power per unit-length tends to be constant.

The router will try to minimize the total interconnect delayhich would reflect in the
minimization of the interconnect capacitance, resultitgp an reduced interconnect power.
Furthermore, it was already shown that, as a result of thersuminimal delay path search, the
increase in the interconnect routing delay can be modeligdaninear approximatior§miog.
Consequently, the wire capacitance increases almostlynedh the module distance, so we
conclude that the interconnect power also tends to be homeogesly distributed over distances
between the modules.

In order to validate this assumption, Fi§5 shows the measured power per interconnect
between two modules A and B (in this case two multipliersisus their distance. The outputs
of module B are connected to the inputs of module A as showngn36. The position of
module A is fixed near the I/O pins on the right-hand side otthip. The position of module B
is varied from the position nearest to module A, to the positiear the 1/0 pins on the left-hand
side of the chip, opposite to module A, and further up, aldregltO pins on the left-hand side
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Figure 3.5: Power per interconnect between the modules A and B

of the chip. The distance between the modules is computechatdftan distance between the
centers of the connected pins, which are marked in&ig. The module pin center is defined
as the center of the minimal bounding box that includes athefmodule pins connected to the
other module. Thus, if; andy; are the coordinates of the module pin center of module A, and
x9 andy, are the coordinates of the module pin center of module B, igtartte between them

is computed as:

d = \:1:2—931\+|y2—y1\ (32)

The power per interconnect is computed after the placerantk of the design for each
position by using the effective capacitance of the routingesy obtained as explained in the
previous chapter, and using the information about the keagtl the number of different wire
types used for the interconnections obtained from the toARWEL. First, the total power of
the interconnects is computed and then, itis divided by timelyer of interconnects to obtain the
power per interconnect. The power values are normalizeld thvé switching activity, because
data dependencies are not significant for the purpose cattalysis.

It can be seen in Fig.5, that the power per interconnect has almost a linear depegas
the distance between the modules. This confirms the assumtpat the power per unit-length
tends to be constant.

Two additional effects can be noted in F§5. First, the power of the interconnects for
larger distances follows some kind of pattern. In this cédegs a peak value every five unit-
lengths. We believe that this is due to the limited connégtof the switch matrices used for
routing. At these specific distances there are no availabtegmations of connections between
the wires, which would connect directly the input of one mledo the output of another. As
a solution, the routing tool searches for the connectionthénneighbour CLBs around the



38 CHAPTER 3. POWER ESTIMATION MODELS FOR INTERCONNECTIONS

00 OF O O Of O O 08

Pin center B Pin center A
(Outputs) (Inputs)

O T
00f 0 Of O IZId’\Dau O OF OF OF OF OF Off OF OF OF OF (i
0 ¢ Of # ¢ Of C1F
] | (x'n, \r Of 02 O O O ¢ Of O OF O
i ¥ Of OF OF OF [ Of O Of OF LR
0 ) OF ¢ OF OF [0F ¢ OF OF OF (8
OO OF 09 OF OF OF OF L i O L CIF [ DE

§

i

i

00 O Of OF O O 09 O Module A

0 O Of Of O OF 09 O

00e OF OF 08 08 O 08 0 i
00 O O OF 02 O 006 0 O O 09 CF O (0
00 O D Of Oé O OF O O OF OF Of O OF [
00 Of O O O OF OF 0 Of Of Of Of Of O [
i00¢ OfF OF OF OF OF OF OF Of Of Of Of OF OF [

Figure 3.6: Simulation setup when the interconnects between two medukeconsidered

destination CLB and thus, increases the total wire-length.

This pattern seems to break at the largest distances. Howlegse are the distances where
module B changes its path direction and continues to movegaleaxis. The router has more
choices for the shortest connection path and thus, thecomeect power does not necessarily
follow any pattern.

The second effect is that, although the dependence seesas, lthe linear fit does not de-
scribe the interconnect power accurately for the smalletadces. The upper left corner of
Fig. 3.5shows the power corresponding to the shortest distancean Ibe seen that the linear
fit overestimates the interconnect power, resulting ingdased estimation errors. Further anal-
ysis of the type of wires used for global routing, has demmaitestl that, beyond some specific
distanced;, the router uses all 4 types of wires: hex, long, double anecti However, when
the distance is smaller thal), it ceases to use long lines for routing. As the capacity eldng
lines is the highest, this results in a significant decreaske power consumption of the inter-
connects. This explains the overestimates of the lineavibreover, for the shortest distances,
it is observed that the router not only avoids using longdjirit hex lines as well.

As a result, three different routing zones can be identifieg. 3.7 shows the routing zones
when the module is simplified and consists of only one CLB. flisérouting zone corresponds
to the minimal distance of the modules, where only directdouble lines are used. The second
one, corresponds to distances smaller than some specthndeid,;, where three types of wires
are used for routing: direct, double and hex (since we arigdpeaith Manhattan distances this
zone will have the shape shown in FB7). Finally, the third zone, corresponds to distances
larger thand;, where all four types of wires are used. The last two zonesooisly depend on
the distance between the modules. The first one, howeveespmnds to the smallest distance
between the modules, where there is a significant effecegsliysical properties of the modules
on the interconnection path. For example, in Bg. it is assumed that the other connecting
module is also a CLB, and thus the minimal distance betweemibdules would correspond
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Figure 3.7: Routing zones

to one unit-length. As the CLBs placed diagonally from thetee CLB (distance of two unit-
lengths) can be reached by one direct wire, these CLBs averathided in the first routing
zone. However, when the modules consist of a number of CLBdawe their own particular
shape, the computation of the minimal distance is not sghatarward. This effect will be
explained in detail in the next section.

3.3. High-level Point-to-point Interconnect Power Model

Since three different routing zones can be clearly disistyed, we propose the following power
model for the interconnects:

Pint: kQ'(d_dnL>+k3'L, dm <d< dl (33)
k)l'(d—dl)+k2'(dl—dm)+k3'L, d > d,

where P,,,; is the power per interconneet; is the specific distance beyond which the router
starts using long linesi,, is the minimal distance between the module pin centérsoprre-
sponds to the distance between the module pins and theiepiercas will be explained next,
d is the distance between the modules, and:,, k3 are the coefficients calibrated by multiple
regression analysis over measured power values for ditfelistances between the modules.

Distancel is defined to model a number of different scenarios where ithenlering be-
tween modules is not aligned.

In the case of the two modules described in the previousmedt the minimal distance of
one unit-length, the B outputs and A inputs were completkfynad. In real-case designs, the
connected inputs and outputs may not be necessarily pladbé isame order, specially when
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Figure 3.8: Simulation setup when interconnects between a module @ngii's are considered

considering connections from or to 1/0O pins, as the 1/0O picatmn also relates to the board
design. Besides, in designs with feedback loops, it mayrot@at both inputs and outputs of
a module are connected to only one specific module. This maytrm a different minimal
distance between the modules and, therefore, differegrtaohnect power.

Such scenario is presented in F3g8. The design consists of the module A with both, inputs
and outputs, connected to I/O pins which are placed in a aolomthe right-hand side of the
chip. The module positions under consideration vary froeghsition nearest to the pins, to
the position on the left-hand side of the chip, opposite togms. The inputs of the module
A are placed on its left-hand side, while the outputs arequlaan the opposite side. As both
inputs and outputs are connected to the 1/0O pins, it is plessisee the effect of the physical
dimensions of the module itself on the routing of the intarcects.

The first observation is that the center of the connected tequlas is no longer situated
on one side of the module, as there are pins on both sides ofidkdele connected to the I/O
pins. Thus, in general, the minimal distance between twouleocenters depends on the shape
of both modules. The second observation is that, due to tgerdistance from the 1/O pins to
the inputs on the opposite side of the module, the routerthedsex lines even if the module is
next to the I/O pins (i.e. at the shortest distance). As a@gmsnce, we consider that the power
of the interconnects for the minimal distance dependseadptim the shape of the modules. This
power is modelled as follows.

As the module pins are situated on the boundaries of the rapthg distance between
the module pin centerd, does not correspond exactly to the length of the intercotsnd-or
example, consider the interconnect markedras in Fig. 3.8, that goes from one input pin to
the corresponding I/O pin.



3.3. HIGH-LEVEL POINT-TO-POINT INTERCONNECT POWER MODEL 41

500

a0,
100,

80

P ——Interconnect power

100+ //d_'—_\‘\ - —Linear fit
: "'é."'.d.r
N il 74 . L

<10 720 30 40 50 60 70 80
~——"“" Distance [unit-length]

Power per interconnect [uwW]

Figure 3.9: Power per interconnect between the module A and the I/O pins

It can be seen that:
I+ d+ 1 =int (3.4)

wherel” , is the Manhattan distance from the module pin center to qmetipin, and:" is the
distance between the I/O pin center and the I/O pin whichigeoted to the given input pin.

As a result, we model the limitations that occur due to the uhmdhape and size by param-
eterL. For each module (I/O pin group),,..q (L;,) is computed as the sum of local routes from
the module pin center to the module pins that are connectibe tother module. Consequently,
the parametef. is obtained as follows:

L= Lz’o + Lmod
In+Iy O .
n ou
L, _ et (3.5)
o — I +12+0 )
In+Iy o) .
m ou
Z lmod,i—‘rz lmod,]’
L =1 Jj=1
mod — I1+12+0

wherel . [°u  are the distances from the module pin center to the input pimd output

mod,i' “mod,j
module pinj, res:)ectively, and?,, 17 are the Manhattan distances from the 1/O pin center to
the input pini and output I/O piry, respectively.

The example presented in FBj8describes the situation when the upper pins of the module
are connected to 1/O pins in the bottom part, and vice versnoAgh, it does not correspond
exactly to the situation where the module and the 1/0 pincamected from top to bottom in
consecutive order, we choose this scenario to obiathe parameter that models the intercon-

nection length corresponding to the minimal distance, ssriplifies further computations.
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Figure 3.10: Rectilinear Steiner trees

In order to prove its applicability, we have replackdavith the real interconnect length for
minimal distance between the modules, computed sepafatedach possible scenario used in
the experiments, and there has been no significant impatiearsults.

It should be emphasized that, as the wire length at the mirdisanced,, is accounted for
through parametef, the distancel,,, has to be subtracted from the total distance in the other
two routing regions (see equati8B).

In Fig. 3.9the measured power per interconnect between the module AhandO pins
is plotted versus the distance between them. Once agaimréfaearound smallest distances
is zoomed in the upper left corner of the figure. It can be skat) igain, the linear fit over-
estimates the interconnect power below the specific distdndecause of the absence of the
long lines. However, when approaching to the smallest Wicsts the power per interconnect is
underestimated, due to the shape of the module.

The exact value of thé, is obtained empirically and will be reported in sectib.

3.4. High-level Multi-point Interconnect Power Model

So far, we have considered only connections between a paiodfiles. However, it is more
often the case that the output of one module is connectedvezadenputs belonging to other
modules. In this section, we present a multi-point interea power model.

As the goal of global routing is to connect the pins of a sigrelusing minimal wirelength,
the connection pattern for each net can be represented astéiriRar Steiner Tree (RST).
RST is defined as a tree with minimum total edge length in Mtahalistance that connects a
given set of nodes possibly through some extra (i.e. Stenmoetes CW08. Some examples of
rectilinear Steiner trees are presented in Bi@0Q In this situation we have modified the power
model for point-to-point connections to consider multisg@onnections in the following way.

First, distancel is calculated as the length of the RST, with nodes definedastidule
pin centers. Although, the problem of finding the RST is Nifptete [GJ77 and is often
computationally very expensive, it is important to notettinge do not apply this algorithm on
a pin-to-pin basis. Instead, the Steiner tree connects ttula pin centers, so the algorithm
does not depend on the word-length of the module’s operdmdsnly on the number of con-
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Figure 3.11: Second routing zone divided equally between the modules

nected modules. As this number is relatively small comp&owdte number of routed nets, the
computation time to obtain the RST is highly reduced.

Second, we assume that the second routing zone appliesliodbén the proximity of both
modules and thus, it can be divided into two parts, each @dohiging to the proximity of one
module (see Fig3.11 the simplified modules A and B are separated by the disténdeor the
distancesgl greater tham;, these two parts are separated by the remaining distanek, while
for the smaller distances, there is no physical separaitioit. | Furthermore, we assume that
the parts are equivalent, meaning that the zone is equallediby the both modules. In other
words, half of the zone belongs to one module, and the otHétdhthe other (see Fig3.11
the second routing zone is equally distributed between tbdubes). Whem modules are
considered, the zone is also equally shared by them. Thus, feodules we obtain a new
distance limitZ/**T as follows:

dST = n . % (3.6)

Third, the parametef. in the model is computed as the sum of fhevalues, obtained for
then modules using equatiah5, as all modules are subject to short distance lengths.

Finally, equatior8.3is applied in order to obtain the power estimate.

It can be seen that high-level point-to-point interconimecmodel (HLPM) and high-level
multi-point interconnection model (HLMM) are actually teame, as HLPM is obtained from
HLMM when n is equal to two. However, in the next section they will be feenhsidered
separately, as HLPM has been used for the model calibrati@mhHLMM has been used for its
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evaluation. At the end of the next section as well as in thefiohg chapters, both models will
be unified and referred to as high-level interconnection eh@elLIM). HLIM was presented
in [JCPOY.

3.5. Experimental results

As previously mentioned, the interconnect power model s¢ew parameters: the distance
between the modules (i.e. the length of the RST), and therioglef the pins on the com-
ponent boundaries (in order to compute paramgjerWe have built a library containing pa-
rameterL for the arithmetic modules. For the components not belantprthis library,L has

to be computed from the component’s layout. The length ofRB& was obtained by using
GeosteinerGed, a free software for computing Steiner Trees. The cootdmaf the module
pin centers that are needed for the RST computation werénelt&rom the floorplans of the
placed designs. As the model uses only these coordinatedogschot require any other place-
ment information, it can be easily integrated into poweliraation techniques that perform
high-level synthesis combined with floorplanning. In theases, the accuracy of the model
will depend on the accuracy of the floorplan estimate.

The experiments are divided into three sets. The first onsiders the connections between
all combinations of two different modules; an adder and aipliér. This is the characterization
set used to obtain the coefficieritsof the proposed model. Beside the connections between
two modules, we consider the connections between a moddi¢hanl/O pins separately, as
they have some special properties due to different routentt®. Furthermore, the amount of
capacitance variation is determined in order to charaehie error intrinsic to the model. This
analysis is based on moving one of the modules in only onetitre

The second set of experiments focuses on the accuracy ofddelwhen more than two
modules are connected. The coefficiehits,, obtained from the experiments considering two
modules, are used here in order to obtain power estimates.

The third set of experiments was designed in order to explweaccuracy of the power
estimates for various DSP circuits, with different inpyral statistics and module positions on
a chip. Beside the estimates obtained by the proposed nthésk experiments also include
the error of XPower with respect to the reference power \&lue

Reference power values for all experiments are computedilg the effective capacitance
values and the tool MARWEL after place-and-route, since are ot obtain the interconnect
power by directly measuring power on-board. In this chaptference power values will be
refered to as measured power values. The accuracy of thisagpis evaluated as a part of the
third set of experiments.

All experiments were performed in the bottom half of the FP&#p, in order to avoid
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Figure 3.12: Maximum power difference for different placements

the impact of the Power PCs on global routing, as the workeortesl here refers only to the
standard FPGA architecture.

3.5.1. Point-to-point interconnect model evaluation

It has been already mentioned that, ANO044 it was shown that changing the order of nets
before routing the exact same design, can lead on average2084 of power variations, which
are caused by the variation of the interconnect capacitafnus capacitance noise occurs due
to the trade-offs that the router makes between the FPGAiress allocated to each net, which
are resolved arbitrarily in different cases.

Thus, we divide the HLPM evaluation into two parts. First, @luate the model under
the capacitance noise by considering several differertept@nts for each distance between
the modules. Second, we focus on determining the amounipafcttance variation in order to
characterize the error intrinsic to the model.

HLPM evaluation under capacitance noise

The critical distancé; was obtained empirically through MARWEL for all the combtioas of
the two modules, and a unique valuedpfvas used no matter which of the two modules were
connected. Furthermore, we also obtained the valdewhen the module was connected to the
I/O pins. In this case]; depended on the type and the size of the module that was dexdrtec
the 1/0O pins, but the difference betweénand the minimal distance between the modulgs,
was constant for all cases. The following equation desstibe empirical relationship between
the minimal distance between the modufesand the critical distancé:

dy = d,, + 8 (3.7)

Once we havd,,,, d; and L, there are three unknown coefficients left to complete thvegno
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Figure 3.13: HLPM performance when applied to the connections betweetutes A and B

Table 3.2: Coefficient values for connections between modu&s?.
kﬁlnod kgnod kgnod

8.5502| 5.0511| -1.1889

model: k,, k» andks. Their computation is explained next.

In order to account for the interconnect capacitance ndie different placements were
generated for each distance between the modules.3Rig shows the maximum relative dif-
ference between the measured power values obtained at istenice, computed as:

(Pmax - szn)

6:
sz'n

(%) (3.8)

whereP,,.. and P,,,;,, are respectively, the maximum and the minimum of five powéunes
obtained for different placements at the same distance.tfféosake of clarity, the figure is
plotted only for the connections from an adder to a multiplighe results were practically the
same when other combinations of modules were considerednlbe seen that, as the distance
grows, the difference tends to be smaller, given that ther@icongestion in the circuit. The
average relative difference was found to be 25%, so thetsemid consistent with the variations
reported in ANO44. It is important to note that the figure presents maximumibpassible
errors. If the relative difference between the measuredepaalues was to be computed by
using the average powét,,, (computed as the mean of five power values) instead,gf, the
difference would be smaller. Consequently, if the modehighcated with the average power,
we do not expect such high power difference to occur betwsepawer predicted by the model
and the actual power corresponding to some particular piane

Thus, for each distance, a mean power value was computeallyi-the coefficient; were
obtained by using multivariable regression over the meamepwalues for various distances.
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Figure 3.14: HLPM average relative error when applied to the connectlmataveen modules A
and B

Their values are given in Tab®2 They are marked with a superscripbd in order to difer-

entiate them from the coefficients that will be computed figr ¢onnections from/to I/O pins as
it will be explained later.

Fig.3.13shows the relative errors for all the placements in the charaation set versus the
distance between the two modules. The estimates obtaitexgpéicement, are compared to the
reference power values computed by using MARWEL after paudroute and the effective
capacitance values. It can be seen that, in most casesydndies in the range [-20%,+20%)],
with an absolute maximum error of 40%. In Fi§14 we have plotted the average error in
power estimate versus the distance between the two modiess computed by averaging the
absolute values of estimation errors obtained for the fifferéint placements at each distance.

It can be seen that the error of the model is always smaller 2886 with most cases below
10%.

Furthermore, the largest average errors are obtaineddamtiallest distances, meaning that
their impact on the error of the absolute total power esténoathe design would be very small,
as the shortest interconnects represent a small portidreabtal power.
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Figure 3.15: HLPM performance when unique set of coefficients is appleethe connections
between the module and I/O pins

Table 3.3: Coefficient values for connections between modules and il p°.
Koo | ke |k
5.852| 2.6024| 3.9014

Another important observation is that the coefficietits?, k"¢ andk%**? obtained for the
different combinations of the two modules were practicalgntical. This means that the same
three coefficients can be applied to any combination of mexlult was confirmed that the
errors for HLPM when the same coefficients are applied toatlminations of modules were
practically the same as in Fi§.13and Fig.3.14 except for the smallest distances, where they
raised between 5% and 10%.

Apart from the connections between two modules, we havecalssidered the connections
between a module and the I/O pins. The experiments wererpegtbon four different mod-
ules: 16<16 adder, &8 adder, 1212 multiplier and &8 multiplier. The relative error for
all combinations of modules is plotted in Fig.15 It can be seen that the variation in power
between different placements is much smaller than the pearéance for connections between
two modules. We believe that this effect occurs becausedtmer uses much tighter bounds
when routing the connections from or to I/O pins, comparetthéarouting inside the chip core.

Another observation from the experiments, that leads te#mee conclusion about the dif-
ferent routing bounds, comes from the comparison ofithealues obtained when connecting
two modules §**¢) and the coefficients obtained when the module is conneotttktl/O pins
(kie, shown in Table8.3). If we apply£i°, k¥’ andk¥ to estimate the connections between two
modules (i.e. instead a@f"*?, k7°¢ andky?), there will be significant underestimation errors.
It seems that, indeed, the router tool has tighter boundswdwing connections from or to the
I/0O pins, compared to the routing inside the chip core. Thi@obably due to the timing of the
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Figure 3.16: Errors for the HLPM when applied to the connections betwéemtodules A and
B by varying their distance in only one direction

signals coming from outside the board which depends on #raezits connected to the board
and can not be controlled by the chip itself, while the sigmaside the chip have known timing
properties that the router can adapt to.

The values of the first two coefficients>? andky*>¢, are clearly higher than the values of
ki andki°. However, the third coefficient is smaller. This is due to shape of the module
and the influence of the direct wires used for the minimakdisé routing. When two modules
are separated by the unit-distance, they are completegjpedi, and thus, all the lines can be
routed as direct lines. The capacitance of the direct wsedase to zero, which leads to the
small value for the coefficient;>?. However, in the case of the interconnections between a
module and the 1/O pins, many lines are routed around the hapldading to a higher number
of double and hex lines, which results in a higher value ferdbefficient:%.

As a conclusion, we have two sets of coefficients used forrtergonnection estimation.
One is to be applied when the connections lie inside the ciotleeachip, and the other, when
connections to or from the 1/O pins are considered.

Capacitance noise exploration

Although the maximum variation of the capacitance regesten our experiments goes up to
70%, we expect it to be significantly smaller when limiting tinodule’s placement along one
direction. This can enable us to eliminate most of the viamatcreated by the router, and thus,
determine the errors intrinsic to the presented estimatiodel. For this reason, we have varied
the position of one module first along the x-axis, and aftaciéng the other side of the FPGA,
along the y-axis, while the position of the other module reved fixed.
Fig.3.16shows the error performance of HLPM for this experiment.rélage four different

combinations of the modules. We have separated these catianis into two groups, one
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where the destination module was the multiplier, and therogfioup, where the destination
module was the adder.

First, as expected, errors do not display such a great viayab the power values for the
neighbouring distances as in Fi§)12 and most of them lie in the range [-15%,+15%]. This
error variation can be considered to be the intrinsic erféh® model.

Second, the error behaviour is very similar for the comldameatof modules which share the
same destination module, with peaks and valleys occurtitiggasame distances. The reason for
this is that they have the same routing structure and resamgacupation around the destination
pins.

Third, all the minimum values (which are underestimatesay telate to negative errors),
exactly correspond to the power peaks that were noticedgr3is and were explained by the
limited connectivity of the switch matrices used for rogtin

Finally, Fig.3.17shows the error performance when a module is connected t6Qhens.

In this case, there is no destination module, as some caansgo from the I/O pins and some
toward them. Thus, the error behaviours, although have somitarities for the same type of
the modules, do not follow the same pattern.

3.5.2.  Multi-point interconnect power model evaluation

We consider two different designs. One is composed of thredutes, where the output of
one module is connected to the inputs of the other two modulé® other is composed of
five modules where, again, the output of one module is cordetct the inputs of the other
four modules. The positions of the source module and all@xoee destination module are
fixed, while the position of the remaining destination medslvaried throughout the chip. The
coefficientsk™*¢, k7>¢ andk3*>¢, obtained from the experiments in the previous subsedcii@n,
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Figure 3.18: Errors for the HLMP when applied to a) 3-module design, anB-bjodule design

used here in order to obtain power estimates. Bi§j8 presents relative errors of the multi-
point interconnect power model compared to the refereneeepwoalues computed by using
MARWEL and the effective capacitance values.

It can be seen that, for both designs, the model provides yeogl estimates. For some
RST lengths, there are a lot of different positions whichulteis the same interconnect length
(for example, lengths 22 and 36 in F}18aand lengths 59 and 75 in Fi§.18h. This effect
occurs because the Steiner trees corresponding to thasemsdelong to the set of equivalent
trees Hwa7§. The equivalent trees are obtained by shifting a branchetree that contains a
node (i.e. a module) between two parallel lines, resultmgn unchanged RST length.

The limited connectivity of the switch matrices createsgmstion, as the number of in-
terconnections is bigger than in the experiments for pmifgoint model evaluation. This is
probably the reason for the larger number of HLMP underegtsithan overestimates. The
analysis and modelling of the congestion in the intercotsnscplanned as part of our future
work.

3.5.3. Model evaluation for DSP test designs

The third set of experiments was designed to test DSP circlithe evaluation set consists of
four DSP designs: three of them implement different aritticrexpressions and the fourth one
isCORDIC, a design taken fronQp€g representing industrial application. The DSP designs
implement the following functions:

DSP; = (x1x9 + 1)xszy + (25621 + 22)
DSP2 = ((xl + Ig)(xgg + I4) + leg)xg(xgg + $4) (39)
DSP3 = (51721’3)552 + (Il + 1’3)£E2
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Figure 3.19: Design positions folD.S P

In this analysis, we have included the switching activityaned from bit-level DFG sim-
ulations. For each net, the switching activity was compsghrately as the average number
of transitions during one clock cycle, and then it was summeat all bits in a signal word in
order to obtain the total switching activity of the partiautonnection between the modules.
The final power estimate is computed as:

Ptigle = Lint * Z SW; (310)

For example, for the 16-bit connections between two mudtip| first the power per interconnect
was computed by using 3, and then it was multiplied by the sum of the switching atiea of
all 16 bits as to obtain total interconnect power estimate.

Table 3.4 shows the results for each benchmark when data with diffexetocorrelation
coefficients,p, are applied to its inputs. Both point-to-point and mulbikt interconnection
models are marked as HLIM, as they actually present the sat@eonnection power model.
The table also includes the number of slices and embeddetipiiars used by each design.
The results forD S P, are obtained for four different placements (see Bid9.

The first placement (i.e. Position 1 in Fig.19 is achieved without using any area con-
straints. For the second one (i.e. Position 2), the relgtogtions of the modules are kept as
in the first placement, but all the modules are placed far fitearl/O pins. Third, in Position 3,
a bounding box with the size of a quarter of the FPGA surfaappdied as an area contraint,
and it is placed on the opposite side of the pins. In the foposition (i.e. Position 4), an area
constraint for only one of the multipliers is created by pigdt far from the I/O pins and the
rest of the design.

Evaluating power in four different positions also enabledaiconfirm that the interconnect
power values computed using MARWEL and the effective cdpaces could serve as a fair
substitute for direct power measurements. After measuhieglynamic power consumption of
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Table 3.4: Relative errors for the proposed model (HLIM) and XPower \XBr different auto-
correlation coefficients.

Benchmark| Slices| Emb. | Position| Comp. P Er(HLIM) | Er(XP)

Mult. time [s] [%] [%]
0 19.9 | 174.45
. 108 | 09 -19.4 | 167.56

0.99 -20.3 164.21
0.9995| -22.54 | 157.06

0 597 | 3848

" 102 | 09 | 555 | 3547

099 | -475 | 36.25

psPl | 290 | o 0.9995| -3.62 | 39.48
0 1.7 | 3895

3 114 | 09 | -107 | 3384

0.99 -0.37 32.71
0.9995 2.86 33.80

0 651 | 87.27

A 083 | 09 8.06 | 87.16

099 | 1059 | 89.33

0.9995| 153 | 99.97

0 -8.09 | 258.45

pspe | 192 | 2 ] 11 | 09 | -13.63 | 23350

099 | -18.73 | 216.23
0.9995| -5.6 | 245.27
0 632 | 328.79
DSP3 | 212 | 2 i 092 | 09 45 | 316.48
099 | -193 | 28170
09995| -9 | 246.91
CORDIC | 591 | O . 03 | NA | 922 | NA

the design in the four positions, for each design positiasubstracted the computed intercon-
nect power from the measured dynamic power. The resultsshadeipresent the logic power,
should be the same in all four positions. Indeed, the maximalative difference between these
logic power values was found to be 2.05%.

Computation times for each benchmark when HLIM is applieel Jiated in the next column
of Table3.4. The experiments were performed on a Pentium 4, at 3.00 GttzlM&B of RAM.
It can be seen that all the times lie around one second, aneftine satisfy the short timing
demands imposed by the high-level phase of design flow. Iisigs inportant to note that
DFG simulations are responsable for more than 50% of the atatipn time. They were not
performed for benchmark'O RDIC and consequently, the time needed for its interconnect
estimation was more than two times smaller when comparduktoesst of the circuits.

Beside the estimates obtained from the proposed modele Babhlso includes the error
of XPower obtained with respect to the reference power &las described next.We have
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used the advanced power reports provided by latest availadksion of XPower (from ISE
10.1), and the same design flow as presented inZ=g.First, we ran the Modelsim gate-level
timing simulation of the placed-and-routed design, and eesalt obtained a VCD file. This
file contains detailed information on the toggling rates &equences of all the signals in the
design, and it was used as the input simulation file for XPowe were unable to use the
new tool, XPower Analyzer, because the power values ardagisg in milliwatts for now, and
as such, it can only be used for large designs where thisgwacioes not have a significant
impact on the accuracy.

The information about the power of each individual elemerilisted in the XPower ad-
vanced report. We generated a script that parses the XPep@rt iand extracts the information
on power of the global nets in the circuit. Then, the poweusgalfor all global nets were added
to obtain the total interconnect power value. The only bematk that was not evaluated by
XPower is the one taken fronOjpd, as the input data are unavailable to us. In this case, for
the sake of comparison with the power model presented herdwawe assumed 0.5 switching
activity on all nets in the design.

The results are presented in TaBld. For the HLIM, we observed that the highest underes-
timates were reported for the designs where the modulespiered tightly next to each other,
and thus, generated congestion in the routing lines. tdlhighest detected error was -22.54%,
with almost all of the errors lying in the range [-20%,+20%s, proving the applicability of
the model in a power optimization process.

On the other hand, the XPower tool shows large overestintedese We believe that this
is due to the fact that the static power reported by XPowerderestant for the Virtex Il Pro
device, and that the tool is calibrated to estimate the poivrrge designs. The power values
for interconnects are higher than their real values in ci@leompensate for the increase in static
power due to a higher temperature generated by the activibyedarge designs. Consequently,
it seems that XPower is aimed at coarse architecture ogtiarz (order of watts), while the
HLIM is also aimed at detailed architecture refinement (ocdemilliwatts).

3.6. Conclusions

A high-level approach to estimate power consumption ofaatenections in FPGA designs has
been presented in this chapter. The approach exploits thleofjthe router tool to minimize

wire delay, in order to determine the associated wire powke model has been first applied
to point-to-point connections. It only depends on the medullistance and some information
about the modules’ shapes including the position of the pmthe modules’ boundaries, and
can be used for any module distance. Three different cosficiare needed for the model
calibration and they are obtained from the measured poweesmonding to the connections
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between all combinations of two different module types. ©abtained, this set of coefficients
remains unchanged and can be applied to any other connéetimeen the modules. However,
a different set of coefficients was obtained for the conoestibetween modules and I/0O pins
due to tighter bounds imposed upon the router when routiegaomnections that come from or
go to the outside of a chip. Consequently, these coefficemmtsmaller than the ones used for
module connections.

The model was further extended in order to consider interechpower between any given
number of modules, by applying a Rectilinear Steiner Trgerdhm to compute the length of
the nets, and by adapting the model parameters to the caseoninected modules.

Many different placements were applied in the experimantsder to account for the vari-
ability of the net capacitance due to the different routdutsans (the variability is found to
be approximately 20%). The results show that the accuratiygeomodels, in most cases, lies
within 20% of the power measurements. The model performbhasd®een explored over a wide
range of input parameters, signal components and modulggosson a chip. The accuracy
of the model has also been verified through on-board measmtsrof some test DSP designs.
The results are the most accurate reported so far in pre-erconnect power estimation
for FPGASs, and clearly suggest the applicability of thereation model in high-level power
optimization techniques combined with floorplanning.

3.6.1. Future work

The work presented here considers only modules with regt@puts and outputs, as is the
case in pipelined designs. However, in non-pipelined desighe amount of glitching can
represent a high percentage of the total power. Our futum vgooriented toward extending
the models to include glitching effects. Besides, the tesalso suggested the importance of
the routing congestion, since the minimum steiner tree tasdinates the wire length in the
cases with more than two modules. Finally, one of the goath@future work is to develop
an efficient floorplanning algorithm that will enable sufasintegration of the interconnec-
tion power model into high-level power optimization teaiunes, together with the estimation
models for logic power that will be described in the follogichapter.






CHAPTERA4

Power estimation models for logic

In this chapter, we present a novel high-level analyticairapch to estimate logic power con-
sumption of arithmetic components implemented in FPGA$edresence of glitching and
correlation. In particular, models of adders, multipliargplemented in LUTs and embedded
multipliers are presented in detail. All the componentscamresidered to have registered inputs
and outputs. The proposed methodology is based on: 1) agti@ahimodel for the switch-
ing activity of the component, and 2) a structural analy$ithe FPGA implementation of the
component (in this work we consider the component impleatents found in Virtex-2 and
Virtex-2 Pro devices). The complete model is parameterineg@rms of complexity factors
such as word-lengths and signal statistics of the operaliddso accounts for the glitching
introduced by the component. Compared to the other powena&sbn methods, the number
of circuit simulations needed for characterizing the pomedel of the component is highly
reduced.

Although we use the same approach for all arithmetic comptsnehere are some slight
differences depending on whether the components are ingpiesd in LUTs or in embedded
blocks. The use of embedded multiplier blocks has becomeara moDSP applications, due
to their high performance and low power consumption. Theyret built from standard pro-
grammable FPGA fabric. Instead, their design correspoodbkdt of an ASIC, as they are
specialized for some chosen arithmetic functions and opéidhto achieve the highest perfor-
mance. Since only the required transistors and routinguress are used for the implemen-
tation of embedded blocks, their power is reduced as wellva¥er, as their implementation
details in commercial FPGAs are not available to the userd tide power estimates given by
the tested low-level tool are not accurate enough to vaitiegh-level models, the work on
power estimation of these blocks is very limited. Hence nitreel methodology presented here
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for dynamic power estimation in embedded multipliers is daydation of the power estimation
method for LUT-based components, while it also takes intmant the particularities of their
implementation.

According to equatiori.2 four parameters needed for the power estimatidpn; f, SW
andC;. Two of them,V,,; and f, are fixed for some given FPGA architectuigis 1.5V for
Virtex Il and Virtex Il Pro devices) and clock period of thesign. Therefore, we need to know
the other two parameters in order to obtain the power estimatthis work, the load capaci-
tance will be modelled relying on the special features of@$ components implemented in
FPGASs, while the switching activity will be analytically cguted by applying a probability-
based methodology.

The organization of this chapter is shown in gl The presented approach for logic
power belongs to word-level power models, so the input $ggase modelled through their
statistics. In sectiod.1, we establish a signal model that can reflect the influenckeoivhole
input data set on the dynamic power by using as few paramasgressible. In sectioh2, we
present a methodology for switching activity computatswecially adapted to the propagation
of the signal transitions throughout arithmetic composekach different component structure
is analyzed separately. In sectiér8, we include the model developed for the estimation of the
glitching generated inside the components. Sedlidpresents the logic power model based
on the switching activity computation presented in secli@and the glitch model presented in
section4.3. It also describes the approach we have used in order to rttoglllad capacitance
in DSP components. Experimental results that include thdainaccuracy exploration, the
comparison with several other approaches in the literatamd the comparison with XPower
estimates are presented in sectlof Finally, the conclusions are drawn in secti®g.
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4.1. Signal model

Power dissipation is a direct function of the number of tlgmal transitions occurring at the
capacitive nodes under consideration. The switching ii¢ctnd the transition probability are
metrics used to determine the average number of signaliticassat a node per clock cycle.
Input signals at each node determine the amount of its siwgchctivity. Hence, the FPGA
power consumption can vary significantly with the statatatistribution of the input data.

The switching activity depends on the present and immdgliptest value of the input sig-
nals. The most accurate method for the switching activitmgotation is the simulation of
the placed-and-routed design with real input data vectdosvever, as our final goal is power
modelling at the highest levels of abstraction, it is neaps$o establish a signal model with
a small number of parameters, but still able to model theemnite of the whole input data set
on dynamic power. Instead of considering the switchingvagtanalysis at the bit level, many
power techniques use input word-level statistics in orderstimate the switching activity of a
circuit. The latter approach has been also adopted in thik.\Wie have chosen the word-level
signal model where the input data sets are represented lnystagstical parameters, such as
mean, variance, autocorrelation coefficient etc.

Since we consider DSP components, the data signals canurees$o be stationary and to
have Gaussian distributions. This assumption can be ceresido be valid as this distribution is
often used for modelling DSP signals accurat&lg95 CGC05JKSN99. In subsectiont.1.],
we present a signal model for zero-mean gaussian diswibulihis model has been extended
in order to consider non-zero mean signals in subsedtibr2

4.1.1. Zero-mean signals

First we will describe the gaussian signal generation mgdein in [CGC03, as it was later
used for the computation of some important characteristiadhe signal model used in this
work, and also for investigating the effect of differentingignal statistics on the component
power. The signal generation model is capable of generatiagignal input vectors with some
chosen statistics as it is explained next.

The switching activity in the synchronous circuit is defireedirely by the present and im-
mediately past value of the signal. Thus, for two-inputramétic component with inputsand
y and assuming they are stationary with zero-mean gauss#aibdtion, the switching activity
will depend on their joint probability density function (FPp(zo, 1, yo,y1). The joint PDF
for zero-mean multi-variate gaussian distribution is gibg [Pap9l:

1 1 -1
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wherex = [z, z9,...x,] IS & signal vector and’ is n x n symmetric matrix withC; ; =
E{z;xz;}. For two input signals we obtain the following expressiontfeir joint PDF:

1 1 _
p(To, 21, Yo, Y1) = (472) - det'2(C) : €$p[—§ “[zor1you] - C b [xoxlyolh]T] (4.2)

whereC' is equal to:

Tex0 Taxzl Tazyo Tayl
Tzal Tzzo Tyzl Tayo

C = . (4.3)
Teyo Tyzl Tyyo Tyyl

Tacyl TacyO Tyyl TyyO

Therefore, all the information required for the switchirgiiaty characterization is contained
in the following seven statistical parameters:

1) .0, the variance of signal

2) r..1, the autocorrelation coefficient of signal

3) 7440, the cross-correlation of the two signals

4) r4,1, the cross-correlation of the two signals with unit-timeg ia y

5) 7,41, the cross-correlation of the two signals with unit-timg iax

6) r,,0, the variance of signal

7) 4,1, the autocorrelation coefficient of signal

Two signalsr andy with gaussian distribution and seven chosen statisticalmeaters can
be generated from two temporally and spatially uncorrdlasro-mean gaussian signaland
v in the following way. First, the auxiliary signaisandq are formed as:

p=03-u (4.4)
g=0-u+~vy-v (4.5)

After that, the elements of theandy array are obtained as follows:

Ty =p;+ar- T+ as-Yi—1 (4.6)
Yi =@ T+ Q2 Ti—1 + Qg - Yi—1 (4.7)

whereay, as, as, a4, 7, 6, and[ are the coefficients obtained from the following expression

Trxl _ Tzz0  Tayo . aq (4 8)
Tzyl Tzyo  Tyyo as
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Figure 4.2: Bit transition activity vs. bit position in a word for zeroean signals

[Tym] _ [Txxo T'zy0 _[@] (4.9)
Tyy1 Tayo  Tyyo oz
Tez0 = Tppo + A1 * Togl + A3 * Tayl (4.10)
Tyyo = Tqq0 + Q2 " Tyz1 + Q4 - Tyy1 (4.11)
Tayo = T'pg0 T A1 * Tyzl + A3 Tyy1 (4.12)
Tppo = B2 Tqq0 = V> + 0%, Tpgo = 3+ 6 (4.13)

It has been shown that dynamic power consumption in ariticneeimponents is affected to
a greater extent by autocorrelation than by cross-coraldCGC03. Therefore, we will
consider only the effects of signals variances and autelaiions on the power consumption
models, thus reducing the number of statistical parameieseged for determining the power
consumption to only fourr,,o, 7yy0, Tex1s Tyy1-

By using the expressiodA.6, and assuming that the cross-correlation coefficients ean b
neglected, it can be seen that a signal with a gaussiantdistin and some determined auto-
correlation coefficient can be represented as:

x(n) =0 -u(n)+a -xn—1) (4.14)

We will use this expression in order to determine some ingmrtharacteristics of the signal
model used in this work.

Word-level signal model

In [LR9Y], the authors first noted that a signal word with zero-mearsgian distribution can
be divided into three regions according to its word-levghsi statistics. In Figd.2 we have
plotted the bit transition activity in signal word versueithbit position in the word for different
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autocorrelations (all the signals have a Gaussian disivibof the same varianee?). The three
regions that can be identified are: 1) LSB uncorrelated Int$-ig. 4.2 they are marked for
p = 0.9995), 2) linear region with correlated data bits and 3) MSB sigs.brhe uncorrelated
data bits have a fixed transition activity of 0.5 and inclulde bits from the least significant
bit (LSB) up to a certain breakpoint BPO. The highly correthbits on MSB positions are
placed from the most significant bit (MSB) to another breakpBP1. A linear model is then
employed for the switching activity of the data bits, whiah between the MSB bits and the
uncorrelated data bits. Equations defining BPO and BP1 a&asepted in terms of word-level
statistics.

We have chosen this method (known as dual-bit type method,) Border to model the in-
put signal words. DBT method has been extended and improM&8H97 and [SP0Q. More
accurate expressions for breakpoints BPO and BP1 whichratepthe LSB from the linear,
and the linear from the MSB region respectively, are giveme Signals under consideration in
their work correspond to autoregressive moving-averadg&MA) signal models. As gaussian
signals belong to this subclass of signals, it is possiblestothe given expressions to obtain
the breakpoints as it will be explained next. Additionaihstead of measuring the transition
density of the MSB bits as inLR95), it is estimated from the word-level statistics. R$H9I7
the transition densities at the outputs of an adder, a nhieitipnd a register are analytically
computed from the input parameters, assuming a zero-dedaginfor these components.

Hence, instead of a word division into regions based uporirtresition activity (as pre-
sented in [R95]), we will divide it based upon their bit-level correlatign following the
methodology described ifRSH97.

By definitionp; = 0 for i < BPO. Itis considered that for the MSB sign bits the following
assumption is valid pgp1 = p, Wherep represents the word-level temporal correlation.

The expressions for the autocorrelation coefficient oftakké regions are given by:

0 i < BP0
pi = EBBYwner ppg << BP1 (4.15)
PBP1 1> BP1

In order to calculate the exact transition activifywe use the following relationship between
the bit-level probabilityp; and the bit-level autocorrelatign ([RSH97):

ti = 2-pi-(1=pi) (L= pi) (4.16)

The bit-level probabilityp; can be calculated as:

1 .
o= Lm0 (4.17)
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whereV is the set of all elements that a signal can take such thatttheit is 1.

Since the values of the signal lie between valugs, = = + 30 andzx,,;, = v — 30, the
signal dynamic range is equalt,,., — i, aNdlogs (T ma: —Tmin) bits are required to represent
this range RSH97. Hence, the final expression for breakpoint BP1 is giverodews:

BP1 = [log,(60)] (4.18)

It is important to note, that in the expression for the biteleautocorrelation coefficient.15
the MSB region starts from the bit on positié¥Y1, meaning that this bit also belongs to the
sign region. Thus, the signal variation is actually repnése with the following number of bits:

BP1 —1 = [log,(30)] (4.19)

We will return to this expression when considering non-zeean regional decomposition as it
will be explained in the next subsection.

The expression derived for breakpoint BPO depends on thHéateets of the ARMA (au-
toregressive moving average) signal model and is to be ctedghere for signals that have
zero-mean Gaussian distributions.

An (N,M)-order ARMA model can be represented as
N M
x(n) = Z diy(n —1) + Z a;x(n —1) (4.20)
1=0

i=1

where the signal(n) is a white (uncorrelated) noise source with zero mean,dnd is the
signal being generated. This model is an infinite-impulspoase (IIR) filter with coefficients
a; andd;, that takes as input zero-mean white noise. It is also plestiltransform this IIR
model into one that depends only on the inputs as shown below

x(n) = Z hiy(n — 1) (4.21)
=0
whereh; can be computed according to the following recursion:
N
hi=dp+ Y aih_; (4.22)
=1

whereh,, = 0 for k£ < 0, andhy = dy. The breakpoint BPO for signal(n) presented .21
is estimated as the maximum of the BPO’s of the sighajén — i), as pointed out inRSH97.
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Hence,
BP0 = [logy(hmax0+)] (4.23)

whereh,,.x = max(|h;|) . We will show the method for computing the maximum of ARMA-
model coefficients iM.23when a signal has a zero-mean Gaussian distribution. HEopgati
4.21 and4.22 have been used as our starting point in finding a relation éetwthe signal
statistics and the coefficients of the ARMA signal model. Asady seen in the expression
4.14 any given signal with a zero-mean Gaussian distributioradfinces? and autocorrelation
coefficientp can be represented as an ARMA(0,1) model:

z(n) = dyy(n) + a1z(n — 1) (4.24)

Computing the variance and autocorrelation of a sighakbsgrted as id.24leads to a system
of two equations:

o2 = FE{dyy(n)*} + E{(a1z(n — 1))*} (4.25)
, _ Elolnlstn =) _ Bdnioiain =) vowln =17}y

For the sake of simplicity, equatich25is presented here after the elimination of the terms
equal to zero (due to the zero value of the means of both signat) andz(n — 1), and also
due to their mutual independence: although the sign@l$ andz(n) are mutually dependent,
the signalsy(n) andz(n — 1) are mutually independent). The coefficiedtsanda; are then
obtained by solving this system and the resulting expressaoe:

(1—-a}) 0, = do-o0, (4.27)
p = a (4.28)

Next, we have computed the coefficients for the ARMA(0,1) slo@ombiningd.22and4.28
we obtain that

h(]:do
hy = aydy = p - do

4.29
hg = a%do = p2d0 ( )

As the autocorrelation coefficient is always less than oaétpuone, we obtain that the maxi-
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mum of allh; is hy, i.e. dy . Finally, by replacing expressiods27and4.28in 4.23 it becomes:

BP0 = [log2(\/1 2 az)] (4.30)

We have used this expression for the breakpoint BPO in outoapp as it gives better results
than the one proposed ibiR95]. The comparison of the two approaches will be shown in detai
in sectiond.5.

Finally, for the sake of simplicity, the linear region is ied in two equal parts, where the
upper half of the bits is attributed to the MSB region, white bottom half of the bits in linear
region are attributed to the LSB region (see Hid). This approximation simplifies the further
computations, without introducing a significant error ie gwitching activity estimation. It has
been also used inLR95, CGCCO08.

4.1.2. Non-zero mean signals

Many DSP signals take only positive values, as for exampe;ecompressed image signals,
where each pixel is described with a positive integer. Coguestly, we consider gaussian
signals with meam, variances? and autocorrelation coefficiept

In Fig. 4.3we have plotted the bit transition activity in a signal woetsus the bit position
in the word for different autocorrelations and some chos®unerfor . It can be seen that the
signal-word can be also divided into different activity icats as explained next.

The two breakpointsi3 PO and BP1, that divided a signal word for zero-mean signals are
also present in the non-zero mean signal decompositiorth&munore, for a zero-mean signal
these two breakpoints are sufficient in order to accounticontribution of each of the regions
to the total switching activity of the component. Howevarthe case of non-zero mean signals
with a gaussian distribution, the previous signal modelsdogt account for some important
effects.

The region beyond breakpoiftP1 is transformed into two subregions with mean and sign
bits (see Fig4.3). The activity of these regions is zero, regardless of theaurelation coef-
ficient, but the values of these bits depend on the value andigin of the mean respectively,
and as such, have a great impact on power consumption. This & especially important
when considering power consumption in multipliers. The M&Hsign bit) of one of the mul-
tiplier’s inputs is extended when summing the parcial paotslof the two operands. This means
that if the mean is negative, this bit will be equal to logi¢ &hd it will cause the switching
activity propagation of the other operand throughout theponent. However, if the mean is
positive (i.e. the MSB bit equal to '0"), the switching aétivat the outputs of the correspond-
ing elements will be zero regardless of the switching aistiof the other operand. The same
conclusion stands for the values of the rest of the meaniésce, it is clear that the values of
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Figure 4.3: Bit transition activity vs. bit position in a word for non4zemean signals

the mean and sign bits contribute significantly to the coneptia total power, although they do
not exhibit any switching activity.

The values of the two breakpoini3P0 and BP1 are obtained as it was explained in the
previous subsection. The new breakpoiBt;2, is obtained as follows. The maximum value of
non-zero mean gaussian signalg is 3c andm = logs(i + 30) bits are needed for its binary
representation. As previously mentioneds log,(30) bits are needed for the representation of
the signal variation around the mean (see the equdtib®in the previous subsection). Thus,
the number of bits that are not changing in a data word and evhialsies correspond to thé
upper bits of the mean are computed as follows:

K =m —v =logs(p+ 30) — logs(30) (4.31)

If a signal word hasV bits, the number of bits in the sign region that are all takialyie '0’
or '1’ depending on the sign of the mean, can be computed as:

S=N-m=N —logy(iu+ 30) (4.32)

As a consequence, the MSB region of the signal-word whenidernsg non-zero mean
signals, is composed only of half of the bits belonging tdlithear region (see Figl.3). Hence,
the third breakpoinB3 P2, which separates the mean region from the sign region, csilcaéd
as follows:

BP2 = [logy (1 + 30)] (4.33)

The switching activities of the bits in each region are cotagdwas in4.16 The bit-level
autocorrelation coefficient has a value 0 for the LSB bits lba approximated by for the
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MSB bits, and has a value 1 for the mean and sign bits.

4.2. Switching activity computation

Once we have the switching activities of the input bits whach computed according to the
signal model presented in the previous section, we can ctanpe switching activities of the
component’s internal nodes. In this section, a brief owamnof the switching activity techniques
will be given in4.2.1, followed by the description of the methodology that hashhesed in this
work in 4.2.2 Next, in4.2.3 we will apply this methodology to all arithmetic component
structures considered in this thesis.

4.2.1. Switching activity: background

Many accurate techniques for power estimation alreadyt exighe logic and circuit levels.
At these levels, the load capacitance is usually found froengate-level information on the
design. The main problem remains with the switching agtivithe switching activity depends
on the input data values and logic function of a gate, butialdades glitches, spurious activity
produced by the different signal delays entering the samie mmponent.

The accuracy of the switching activity computation depesrdthe timing model that is cho-
sen to model delays in a circuit. There are three differenitnty models: zero-delay, variable-
delay and real-delay model.

The zero-delay model considers that a delay of any logicigatqual to zero, and that the
signals arriving at the inputs of the gate immediately pozdthe output signal. This model
has the lowest accuracy, but it has two important advantdgest, it can be used at the higher
levels of abstraction (i.e. pre-placement and pre-rojitsigce the delay of the interconnections
is not taken into account. Second, glitching is not incluidettiis model and thus, the switching
activity falls into the range [0,1] and can be modelled asabability that a signal will change
its logic state during one clock cycle. This allows for thelpability methodology to be applied
for the switching activity computation as it will be explauhlater.

The second timing model is the variable-delay model. Intislel, the delays of the logic
gates are taken into account, but the delays of the inteesttinms are not. The accuracy of
this model is higher, while it can be still applied at the légkevels of abstraction. The main
disadvantages of the model are that it is necessary to knewntplementation and technol-
ogy details of the circuit in order to be able to extract theitig parameters, the use of the
probability-based methodology is not so straightforwarg more, and the computation times
increase significantly.

The third timing model is the real-delay timing model whiekes into account all the delays
in the circuit. It can be only used after the routing is contgdie as this phase is necessary in
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order to extract the delays of the interconnect wires. Thm@iegttion of this model is hardly
possible in large designs, as the computation times becatrengely long.

There are two different approaches that try to address titdgem of estimating the switch-
ing activity propagation: statistical and probabilisteé Fig4.4[MS0§). The statistical ap-
proaches simulate the circuit with input vectors and colliee statistical data for each node in
the circuit. The problem lies in very long execution timeslérge circuits and large input data
sets. On the other hand, probabilistic methods analyzeittgitcand generate the expressions
for the switching activity propagated throughout the dircHience, they do not depend on the
number of the input data vectors, but only on their stasfithese methods also have problems
when analyzing large circuits, as the complexity of the yinzdl expressions depends on the
number of the inputs and logic depth of a circuit.

In [TGS"02,TB0Y], a statistical approach is used to estimate total and iiddal-node aver-
age power consumption for combinational FPGA circuits.yliree detailed information on the
placed-and-routed design, and by applying Monte-Carlakitions, they monitor the activity
per clock period for each node in the design when randomlgigeed patterns are applied to
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Table 4.1: Probabilistic method for AND-gate

Ayl B LA TB [C | C

0 ]o | 000 o0

0 ]o | 01100

A 0 J]o | 100 o0
] c 0]o0 | 11101
01 1 100100

B | 011101100
0] 1 1T]0] 0] o0

0o 111 01

i l0 ] 0|0 o0]o0

i 100/ 1]0]o0

i 10 ] 1 0] 0o

AlB|C T 101 1111101

0 ]0 |0 1100 1[0

0o [1 ]0 1110/ 1] 10

1100 111010

11111 T 1 ] 1 1] 11

SWe = P(AO_,1> . P(Bo_,l) + P(A()_q) . P(Bl_,1>
Po—y = Pa—y - Pp—y +P (A1) - P(Bo—1) + P(Ai—o) - P(Bi-o)
+P(A19) - P(Bi-1) + P(A1-1) - P(Bi-0)

the inputs. Short glitches are filtered as to avoid overedton and the user can specify the
tolerated error and confidence level of the estimation. Turaber of the input vectors applied
to the inputs depends on the wanted confidence level of threasin: larger numbers of input

vectors corresponds to higher confidence levels.

Probabilistic methods represent the switching activityagsrobability that a signal will
change its logic state during one clock-cycle. Apart from $lvitching activity, they also in-
clude a probability that a signal has a value of logic '0’ ayito’l’. They represent each logic
gate with an equation that describes the dependency of thiehsvg activity and the proba-
bility of the output bit on the switching activities and theopabilities of the gate input bits.
For example, for an AND gate (see Tdhbl), the output will have the value of "1’ only if both
inputs are also '1's. Thus, the probability of the outputh®ing "1’ is equal to the product of
the probabilities of both inputs being "1’ if the inputs arelependent. The computation of the
switching activity is similar, except that now, we have tketanto account two succesive time
moments. For all combinations of input bits, where the outas a different value in these
two time moments, we say that a signal switched (the combimaitare marked with yellow
fields in Fig.4.1). Thus, the switching activity of the output bit will depead the probabilities
of the input bits and also on their switching activities. Wavé chosen a probability method
for switching activity computation in this work and it willebdescribed in detail in the next
subsection.

The methodology inNlaj9]] is based on the propagation of probabilistic parametens fr
the primary inputs. Transition densiti)(z), corresponds to the average switching activity at
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the circuit node, while considering zero-delay timing mlodBased on an stochastic model
of the signals, an algorithm is presented that propagategdnsition density to internal and
output nodes in the following way. Given a logic functigtw, z», ...x,,), the dependence of
the output off on the inputr; is given through their boolean difference defined as:

of

2i=0 D [le=1 (4.34)

If this difference is equal to 1, then every transition:owill cause a transition orf. Hence,
the final transition activity off is the sum of the activities contributed by each of the inputs

D7) = Y P (4.35)
i=1 v

However, the influence of the each input signal on the outpusity is taken into account
separately from the rest of the input signals, so the simatias switching at the inputs of a
logic gate is ignored during the propagation. This problsmsalved in CRP94 where a zero-
delay model is used for logic gates and the switching agtwiat the outputs are computed
through input signal probabilites and activities by usihg probabilistic method, similar to
the one that was used in this work. Since the exact calculatisignal probabilities is NP-
hard [Naj91], in the case of very large circuits, a partitioning algionit that limits the number
of independent inputs to a module has to be employed. Howat/tre gate level independent
signals are not so easy to find. In order to reduce the conmplaxd to accelerate the partioning
of the circuit, an RTL circuit partitioning approach baseddisjoint signal detection has been
proposed recently ir[IRT08, MS0§|.

4.2.2. Methodology for switching activity computation

The basic cell of all DSP components is a full-adder cell (See 4.5. We will show the
methodology for computing the switching activities at theéputs of the full-adder cell. In
particular, the methodology employed for computing thetslwng probability of the carry
bit will be presented here, as it is the most complex case. CElmilation of the rest of the
probabilities is obvious and only their expressions arevipled. The list of notations used in
the equations is given below:

- p is the transition probability of one of the inputs of the fatider cell

- ¢ is the transition probability of the other input of the faliider cell

- ¢;n 1S the transition probability of the incoming carry bit

- cout 1S the transition probability of the outgoing carry bit

- s is the transition probability of the output of the full-addell

- p° andp' are the probabilities of input p being '0’ and "1’ respective
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Figure 4.6: Probability methodology

- ¢ andq! are the probabilities of input ¢ being 0’ and '1’ respective
- &® andc! are the probabilities of the incoming carry bit being '0’ dfitrespectively
- s" ands! are the probabilities of the output bit being 0’ and '1’ restively

As mentioned before, the switching activity depends on tammsecutive signal values. The
output bits of the full-adder cell depend on three input algnThere ar@® combinations for
the inputs in one clock cycle. For each combination, theeeads02® combinations for the
inputs in the following clock cycle. For example, in F§6we assumed that the input signals
at timet, are "001". Attime{, + 1, their values could be any of the eight combinations listed i
the table of Fig4.6. However, only four combinations will produce a transitadrthe carry bit.
The bits belonging to these combinations that have chargedvalue during two consecutive
time moments are marked with green fields, while the bitsdtated the same are marked with
yellow fields. Each of these combinations can occur with tageprobability. Thus, in general,
we should consider a total of 64 combinations of input bitsvat consecutive times, and look
for the ones that cause the output bit to change. In orderdieceethis number, we consider
all the combinations for input bit values in one clock cydiat divide the events which could
occur in the following clock cycle into four possible casksthe first case, neither of the inputs
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changes. Hence, there will be no transition in the carry.hindecond case, only one of the
inputs makes a transition. In this case, for the combinati®00" and "111" at timeé, + 1 there
will be no change at the outgoing carry bit. For the comborai"001","010" and "100", if any
of the zeros changes, the transition will occur at the caroy Hence, the transition activity for
this case is:

A =p0-q®c -(l—cn) -+qg—2p-q+
pt-q’- m~(1—p)-(q+0m—2-q~0m)+ (4.36)
Pegt-ch - (1=q) - (p+cin =2 Cinp)

For the rest of the combinations "011","110"and "101" a ¢eam the any of the ones, will
produce a transition in the carry. Hence, the switchingragtis

Io4u2t p q (1—p)(Q+Cm—2qu)+
p'-q (1—61) (p+cCin—2Cin-p)+ (4.37)
p-q- m-(l—Cm)-(erq—Q-q-p)

In the third case, two inputs change and one remains the dartigs case, for the combinations
of bits "000" and "111", any two operands will produce therg@at the carry. Hence, the
transition activity for these combinations is

B=0"¢" &, +p ) (pa-(L—cin)+(1—p)-q-cin) (4.38)

The combinations containing two zeros and a single one, as1t001","010","100", will make
the carry to change by changing the zeros into ones. The peddactivity is

out p q pQ(l_Czn)+
P’ q (1 - Q) ‘P Cint (4.39)
pteg®--(1—p)-q-cin

Finally, the combinations "011","110" and "101", will geate the transition in the carry by
changing both ones into zeros. Hence, we have

out p q (1 _p) - q- Cin+
ptq°- ,-n-p-(l—q)-cimL (4.40)
plogt-d o pg-(1—cin)

In the fourth case, all input bits change. It can be easilygbat in this case, the carry at
the output will make a transition regardless of the comhamadf zeros and ones at the inputs.
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Hence, we have that the switching activity of the carry hittfos case is
Sy =pq"Cn (4.41)

The final expression for the carry is obtained by adding uprtnesition probabilities of all
three cases:

_ Al A2 B1 B2 B3 C
Cout = Coyt + Cout + Cout + Cout + Cout + Cout (442)

The probabilities of the carry bit and the output bit of thé-adder cell being '0’ and '1’
are computed as:

Cgut :pO q0+cgn (pO 'q1+p1 qo)

1 0

ct.=1—c¢

?)Ut 0 OOUt 1 1 0 0 1 1 0 1 (443)
sS=0" ¢+ q) g+ @+ q)

st=1-3"

Now, the only probability missing for the computation of tio¢al switching activity is the
probability at the output of the full-adder cell and it is givby:

s={p-q+(1—=p)-1-q) cnt+@ 1-q¢+q (1-p)-(1—cin) (4.44)

This methodology is similar to the methodology describd@iRP94. However, in CRP94,
the method is applied to the whole module. Since the calomatf signal probability is NP-
hard, in large circuits they employ a partitioning algamitthat limits the number of inputs to a
module. The approach proposed here applies the methodtiorati®g switching activity only
to a basic cell of the DSP component, thus providing a simygeassion for the total switching
activity of the module, no matter its size, by propagating skvitching activity throughout the
module. The drawback of this approach is that the input apd¢ipendencies when two or more
full-adder cells are connected are not taken into accounteder, we consider that the error
introduced by spatial correlations of the signals insige@I$P component can be neglected for
the purposes of the high-level switching activity analysissented here.

4.2.3. Structural model

Based on the regional decomposition of the input words ategito their switching activity, a

whole component is divided into activity regions IbH95]. A switched capacitance model is
generated (i.e. capacitance multiplied by switching @ghifor every component region, and
the power consumed by a given module is obtained throughutiestion of power consump-
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Figure 4.7: Ripple-carry substracter with misaligned breakpoints

Table 4.2: Capacitance coefficients for a ripple-carry substradt®9p|

Transition Capacitive coefficients
templates
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e K e I e ol I Oy
LL/MM Crr/v+ Cro/s— Cro/—+ Crr)——
MMI/LL Cis/L Cyjrr C_i/ir C__iL

tions from all the activity regions.

A disadvantage of this model lies in the fact that the numlieequired simulations in-
creases rapidly with the complexity of the component stmectFor example, consider a ripple-
carry substracter (see Fig.7). Each of the two inputs can be divided into two signal region
LSB and MSB. This leads to two component regions: LSB-LSB lsiSB-MSB if the break-
points of the two inputs are aligned, with an additional LBIBB or MSB-LSB region if they
are not aligned. Switched capacitance possibilities apgvshin Table4.2 for different com-
ponent regions. There is only one switched capacitancén&LEB-LSB region, as the output
bits will also be uncorrelated. However, in the MSB-MSB meyithe switched capacitance can
significantly depend not only on the values of the MSB sigs biit also on the values of the
output bits, which can not always be determined based omthe MSB bits (e.g. the substrac-
tion of two positive numbers can lead to a negative numberadisas to a possitive one). Hence,
distinct capacitive coefficients are derived for this regior all possible combinations of pairs
of sign bit values at both, the input bits and the output ot. é&xample, ++/++/+- represents two
consecutive cycles such that in the first cycle one positivalrer is substacted from another
and the result is positive, while in the second cycle for e signs of inputs, the output is
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Figure 4.8: a) Regionally decomposed array multiplier, b) Full-addsl ¢

negative. In all, there are a total of 73 capacitive coeffitsdor a ripple-carry substracter. As
the complexity of the component grows, this number tendetextremely large.

We have used a similar approach here, but instead of the stiomtd power consump-
tions from all the activity regions, we sum only their switadp activities in order to obtain total
switching activity of the component. Thus, we avoid the¢éangmber for different switched ca-
pacitances, and obtain the switching activities at the wstpf the basic cells very fast through
the described probability method. The problem of estingatite load capacitance separately
from the switching activity when considering DSP basic <elill be addressed in the next
section.

In the following, we give the expressions for the total sWihg activity in array multipliers,
row adder tree multipliers, booth multipliers and rippke+y adders.

Array Multiplier

The structure of the standard array multiplier is shown o Ei8a Operand x ha$v bits and
y hasM bits. The multiplier consists of basic elements, namely-bitaonultipliers and half-
adder and full-adder cells. According to the division of ilyuts into LSB and MSB regions,
the whole component is also divided into activity regionfie Tnput signals in the Figl.8a
are considered to have zero-mean gaussian distributiaanlggwo input activity regions are
identified (LSB and MSB). However, this has no relevance e purposes of the analysis
presented here, since the methodology is the same for thearormean signals.

In Fig. 4.8h a basic cell of an array multiplier is presented. It corssaftan AND gate
together with a full-adder cell. Indexis the row number ang is the column number of the
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Figure 4.9: Row-adder tree multiplier

full-adder cell in the array. The carry bit from a previoudl eethe third input to a full-adder
cell. As g represents the transition probability at the output of thiéddder cell from the
previous level, itis clear that ; = s;_1 1.

The total switching activity of the array multiplier cons®f the switching activities of the
carry-bits and outputs of the adder and multiplier cellsnéte the final result for the switching
activity is obtained from the following expression:

-1 N
SW =" (si;+ cij + i) (4.45)

i=1 j=1

wheres, ;, ¢; ; andp, ; are computed as explained in the previous section.

Row-adder Tree Multiplier

There are many different ways to implement a multiplier iatoFPGA. In particular, we con-
sider the Virtex 2 and Virtex-2 Pro family of FPGAs from XikfiXil ]. Xilinx IP Cores optimize
the implementation of the array multiplier by transformibgto a row adder tree multiplier.
This type of multiplier rearranges the adders of the arraitiplier to equalize the number of
adders that the result from each partial product must passigh [Gro] (see Fig.4.9). The
worst case path is throudhg,(n) adders instead & adders as is the case in array multiplier.
As Virtex-2 and Virtex-2 Pro devices use 4-input LUTS, in firet optimization level the
partial sum of two products is implemented into one LUT. Tiitiscedure optimizes two rows
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Figure 4.10: Row-adder tree multiplier implemented in FPGAs

of the array multiplier by using only one row comprised of L&JTig.4.10shows how a &8
array multiplier is transformed into a row adder tree muikipand also how the optimization
levels are implemented in the FPGA. The blue rectanglegsepit the first optimization level
and their implementation is drawn just beside the multiplide next level of the optimization
compresses two LUT rows from the first optimization levebione using a similar method-
ology. This level is represented with yellow rectangles.r e sake of the clarity, the last
optimization level is represented just for one column oF&dder cells with a pink rectangle.
Taking into account all these specific details of the mukipimplementation into the FPGA
leads to a new expression for its switching activity. Thehndblogy used for computing the
switching activity is the same as in subsecttbd.2 We give the final expression for the total
switching activity when the word-length of operands a power of two as:

[logo M| I; N42'—1

= > Z > (sigk+cign) (4.46)

=1 =1 k=2t—1

In other cases, the counterand; of the two inner summations have slightly different values
due to the parity of the number of LUT rows in each optimizatievel.
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Figure 4.11: Modified Booth Algorithm

Modified Booth Multiplier

Next, we adapt the switching activity methodology to the edded multiplier block structure.

Multiplication is one of the basic and most commonly usedraiens in DSP algorithms,
so a lot of effort is made to speed-up its computation andaadesxcessive power consumption.
Among the many proposed multiplication algorithms, the Mied Booth algorithm is predom-
inantly used for multiplier design in VLSI systems, as itmeegy-efficient and has an operating
speed close to the Wallace tree architecture, which is dereil to be the fastest architecture
for multipliers [ZA95].

The dedicated 1818 bit multipliers in Spartan 3 FPGAs use a Modified Booth Aition
[Xil03]. Since Spartan 3 and Virtex Il Pro reached the market at sirtiee same time, we
assume that the embedded multiplier architectures in tivasémilies are based on the same
algorithm.

The Booth algorithm for multiplying two numbers, multipli€y) and multiplicand (X),
encodes the two’s complement multiplier in order to redingertumber of partial products to
be added. The partial products are formed within 2 stepsoding and selection. During
encoding, the multiplier Y is divided into overlapping gpsuof 3 bits as shown in the upper
left corner in Fig4.11 Each group is encoded in parallel in order to define the djperto be
performed on the multiplicand according to the rules in #i#d of Fig.4.11 All of the entries
in the columnOperation on X can be obtained through shifting and complementation of the
multiplicand. Thus, each partial product is selected tgroa multiplexer instead of produced
by an AND gate as in direct multipliers, as shown in the bottefncorner in Fig.4.11 As
the X bits are only inverted through the multiplexer, bit.; is added later together with the
corresponding partial products, as this bit determing§ ibr X;_; needs to be complemented.

Using this algorithm, the number of summandsﬁ@ﬂ. The extra 1 in the expression
comes from the need to ensure that the last summand is aveasitiltiple of the multiplicand
[HTF95. This is achieved by adding an extra zero to the left of thdtiglier, and an extra sign
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bit to its right only if the bit-width of the multiplier is andd number.

Partial products are added using different size compresddrese structures contain spe-
cial combinations of full-adder cells which yield a fasterjal product compression. The
commonly used 4-2 compressor realized with full-addesdslshown at the right-hand side of
Fig. 4.11 It compresses five partial bits into three, at the expenseare complex intercon-
nections. Four input bits come from the same bit position @it j, while one bit is fed from
the neighbouring — 1 (known as carry-in). The output of such a 4:2 module consistsie bit
in positionj and two bits in positiory + 1. This structure has improved efficiency as it reduces
the number of partial product bits by one half at each st&§29p]. In order to improve the
critical path and to optimize sign extension and the numbé&ilbadder cells, we assume that
apart from the 4-2 compressor, and another standard cosgpreize of 9-2, non-conventional
compressors of different sizes described@PHCO03 are also used.

The result of the compression are two rows: one with thegatim bits, and the other with
the partial carry bits. An adder module is used to add thesedws and obtain the final result.

The total switching activity is obtained as the addition loé¢ switching activities of the
outputs and carry bits of all the basic cells in the companéys the structure of the Booth
encoding procedure is quite complicated, instead of thieghitity method used described in the
previous subsection, we have used zero-delay signal siimgan order to obtain the switching
activities at the outputs of the compressors and the finatraddhey are summed to obtain the
parametelSW:

compr N; 36

SW = Z Z (i7" + ™) + Z (s0dd 4 cqddy (4.47)
i=1 j=1 i=1
wherecompr is the total number of compressors; is the number of full-adder cells in the
i-th compressor, ang ™", ccomrr | 5244 andcd? are the switching activities at the outputs and
carry bits of the full-adder cells in compressors and thd &idder, respectively. The number of
full-adder cells in the adder is fixed to 36, as the multiptiperands are always sign extended
to 18 bits.

Ripple-carry Adder

The adder considered in this subsection is a ripple-camdgdonsisting of full-adder cells as
presented in Figd.12 Module decomposition in the case of an adder depends omeh&pmoint
position of its input operands. There are two different saseshown in Figd.13 In both cases,
operands have the same length as the shorter operand issadigayextended until it reaches
the length of the longer operand. One case corresponds wttlaion where the MSB-LSB
breakpoint of operand’ lies in the MSB area of” and another where the situation is vice versa.
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Figure 4.12: Ripple-carry adder
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Figure 4.13: Module decomposition in function of MSB-LSB breakpoint bétlonger operand

Thus, the adder decomposition consists of three parts: LSB-LSB-MSB and MSB-MSB.
However, special care has to be taken when calculating thetsag activity of the middle part,
LSB-MSB, as in the first case the LSB part belongs to one opleaad in second to the other.
There is a third special case when both breakpoints coinartieeh results in only two adder
regions.

As the basic cell of the adder is a full-adder cell, the corapan of the transition proba-
bilities of the carry bit and the output bit has already begulaned in sectio.2 The total
switching activity of the adder is obtained by summing thé&awng activities of the carry bits
and output bits:

SW = Z (si +ci) (4.48)

4.3. Glitching model

As can be seen, the switching activity method used in thikuwgbased on a zero-delay timing
model, and as such, it does not take into account glitchehBlg is a spurious activity caused
by different logic or interconnect delays. For example,stder a circuit in Fig4.14 If both
signalsA andC, are equal to logic '1’, then the output should also be 'l ameliess of the value
of the signalB. However, due to the delay of the inverter, it can be seertlhieat is a period of
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Figure 4.14: Glitch generation in a logic circuit

time where both productsi(B and BC) are logic '0’, which will provoke a glitch at the output
(in this case the so-called false '0’). However, if the deddiyhe logic gate was to be greater
than the time difference of the arriving input signals, thieely would not have appeared at the
output of the gate.

Glitching activity can form a high procentage of the totaieo consumption (up to 80%)
[LLWO7,LLWO08]. Still, tools used for circuit simulation usually reporeny short glitches that
can lead to activity overestimatiohCHCOJ if they are not filtered when their duration is
shorter than the delay of the logic components they passghro

In the following section, first we will give a brief overview the techniques for glitching
minimization, and then, we will describe the methodologgdis this work for estimating the
amount of glitching generated inside the DSP components.

4.3.1. Glitching: background

As the amount of glitching depends on the delays of logicgaise well as the delays of in-
terconnects, it is hardly predictable in the early phases désign flow. On the other hand,
accurate estimations of glitching at the gate-level arg tiene-consuming for large designs.
In [MDG*97], similar to [Naj91], switching activity estimation is equivalent to the preiul of
computing signal probabilities of a multilevel circuit dexd from the original circuit by a pro-
cess of symbolic simulation. During such process, they wsgiable-delay model. This means
that the glitches are included into the switching activityrputation. All the glitches shorter
than the delay of the logic they pass through are filtered,thedorrelations between the in-
ternal signals are also taken into account. The problemii¢se extremely long execution
times.

In [RWO0Y, the amount of glitching was estimated by using gate-IMadielsim simulations
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Figure 4.15: Repetitive delays at the entrance of the basic cells

of the place-and-routed design, and adjusting the timduten of the simulator in order to

capture the major amount of generated glitches, and stbet@ble to simulate large design
in a reasonable time. The accuracy of the estimation, beébglsimulator time resolution,

also depends on the delay models for all FPGA resources.eThesels are provided by the
commercial tools from chip vendors, as they have the acaes#iset proprietary technology

which is neccesary for delay computation. Still, some apipnations have to be made while
building these models in order to reduce the simulation tifs@r example, it has been noted
that short glitches are often not filtered when they passutfitranterconnections, leading to
glitch overestimationTGS"02)].

In [CCCS08, an attempt was made to model the glitch power at highetdefeabstraction.
They have used the switching activity computation preskeim¢Naj91], where the final value
for the switching activity at the output of a gate is obtairedf the arrival times of all input
signals were separated by a time difference larger thandlay @f a gate (i.e. the influence
of each signal is accounted for separately). Since thisnagsaon is not valid in most of the
cases, this methodology produces large overestimatess, Th{CCCSO0$§, they try to avoid
the overestimates by introducing several coefficientsealodel that have to be obtained em-
pirically. Besides, the results are given only for the agdded it seems that applying the same
methodology to larger circuits such as multipliers is hamssible due to the extremely large
computational effort.

As glitching is hard to estimate, some efforts have been nradeder to minimize it. The
most widely used technique for FPGAs is inserting pipeliages RWO05 LLWO07, WALO4].
It requires little additional cost since often many of the flops within the design’s CLBs go
unused.
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4.3.2. Glitching methodology

The switching activity at a node increases with glitchingiehhis produced by the different
signal delays entering the same logic component. As alrsa€y in the last section, the struc-
ture of DSP components is quite repetetive (array of fulleactells in array multiplier, row of
full-adder cells in adder...). All the components can bédtlmyi repeating logic blocks (together
with its connections to the neighbouring cells) througharaays. Thus, although glitches prop-
agate through logic depending on the logic function theysghsough, we can still make the
following assumption.

As the repeated cell always has the same logic function, eadtipally, the same delay for
all input signals, the difference in glitching at the outpaf two logic blocks will depend on the
difference in transition activities at their inputs. Foaexple, Fig4.15shows a part of the array
multiplier. Due to the repetitivity and regular locationfafl-adder cells, the delay of the input
wire entering the left side of each full-adder cell is prolgabhe same for all full-adder cells
(marked with red colour in the figure). The same statemenbeamade for the inputs on the
right (marked with blue) and the carry bits (marked with greédence, each full-adder cell has
approximately the same input signal delays as any otheindilé component. Itis also obvious
that it performs the same logic function. The only variabiat tdiffers from one full-adder cell
to another is the transition activity at its inputs. As a Gmnsence, it is considered that glitching
is directly related to the input transition activities arig, the most significant amount of
glitching produced inside the component is generated flramiost active regions of its inputs.
In Fig. 4.16 the distribution of the glitching activity in the array ntiplier is presented (signals
are assumed to have non-zero mean distributions and oautecorrelation coefficients).

When considering zero-mean gaussian signals and onlynmosittocorrelation coefficients,
the LSB input regions exhibit the highest switching activithis can be deduced directly from
equation 4.16). In this context, glitching has been modelled as the surh@fwerage equiva-
lent glitching produced by each cell belonging to the LSES&y region of the component (see
Fig. 4.8).

The expression for the glitching when considering only t&8k-LSBy region for the im-
plementation of the multiplier (i.e. IP core implementingosv adder tree multiplier), is given
as:

[logy(Isy)]
G=k-ls,- > mi=k-G
i=1

m; = [m;_1/2] (4.49)
my = [lsy/2]
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Figure 4.16: The distribution of glitching generated inside the arraytiplier

In the case of the adder, the following expression was used:
G = k-min(lsy,lsy) (4.50)

whereG is the amount of glitching]s, andls, are the number of bits in the LSB region of
the input signal words andl is an empirically derived constant which represents theames
glitching at the output of one LUT. When the position of the BAESB breakpoint is known,
the number of LSB bits in the operands is easily obtained.

This glitching model was presented BGC07aJCC07hJCCO0§.

However, for negative autocorrelation coefficients, it lisac that MSB regions exhibit a
higher switching activity than all neighbouring regionshefefore, the glitching model has
to be modified to account for the contribution of these regias well. This is achieved by
introducing a new factor into the expression for glitchitgtt depends on the value of the
autocorrelation coefficient, as follows.

Assuming that the MSB bits have an equal probability of bédhgr '1’, according to4.16
the expression for their switching activity becomes:

t;=05-(1—p) (4.51)

As the LSB bits have a switching activity of 0.5, the relaship between the switching activi-
ties of these two regions can be expressed as a coefficierit— p. At the same time, this is
the relationship we expect between the average glitchiodywed in the MSB and LSB parts,
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as the amount of glitching is proportional to the transitamivity of the input bits. Hence,
the extended glitching model which is the sum of glitchinghe four component’s regions
(LSBx-LSByY, LSBx-MSBy, MSBx-LSBy and MSBx-MSBYy in Figl.8) is expressed as:

4
G=k-Y (1—=pu)-(1—pu) FA=k-G (4.52)
=1
where( is the amount of glitchingk is an empirically derived constant which represents the
average glitching at the output of one LUT in the LSBx-LSBytpa the componenty,; and
p2; are the bit-level autocorrelation coefficients of the LSB®Iregions of inputs (depending
on the particular region of the component), afid; is the number of full-adder cells in the
corresponding component’s region.
The extended glitching model was presentedi@qg.

Glitching in embedded blocks

Dedicated multipliers are highly optimized for performarand power, so we assume that the
delays of local wires connecting multiplier's basic elentsesre quite balanced. This allows us
to simplify their power model by neglecting the glitchinggeated inside the component.

4.4. Logic power estimation

In this section we present the high-level logic power modeldoth, LUT-based components
and embedded blocks. First, we give an overview of the pusweork on logic power estima-

tion and a classification of the power models according tactiesen signal model. Then, we
model the load capacitance in DSP components, as this isrthlepiarameter needed for the
power estimation. Next, we describe the power model for ldd$ed components, followed
by the model for embedded blocks. Finally, we end this sedipdescribing an optimization

which can be applied to the logic power model for LUT-baseagonents in order to improve

its accuracy.

4.4.1. High-level logic power estimation: background

Beside the long switching activity computation time, alvitevel estimation techniques need
transistor or gate level circuit descriptions, so poweangsion occurs late in the design process,
leading to severe penalties in design time when constramgaot met. Some methods to
estimate power consumption at higher levels have been peaja order to reduce this time.
When only the relative design power increase and decreaseeided, some techniques
a priori make an assumption about the input data and therefore, asarél of the design
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as a relative ratio for power variabilitys[GLVLBO06]. However, when a more detailed power
breakdown is needed, high-level methodologies that irecthd dependency of power on input
data are required.

The most common technique is based on power macromod@bl@4a GNOO JTB04
HSSH02, JKSN99 CGCO09), where power is presented as an equation (very often pahyai)
with variable parameters depending on the input and ouiguidkstatistics, input word-lengths,
etc. Apart from the type of the variables, the order of theypoimial equation needs to be
determined, and the appropriate combinations of the pdaeambave to be chosen as terms
in the equation, in order to faithfully model power consuimpt The designer’s insight and
interaction are required in order to come up with accuratepiexity parameters that have the
largest impact on power. Coefficients standing by the véghre then found through data-
fitting of the power values obtained from extensive low-lamulations (see Figt.17).

All power macromodels can be further divided into three goaccording to the character-
ization of the input data set: bit-level, Hamming distanod word-level power macromodels.

There is an extensive ongoing research work on the undgriy®GA architecture. The
number of Look-Up Tables per cluster, the number of clugtersConfigurable Logic Block
[ARO4], the most efficient routing structuresEGO07], and many other parameters are being
explored, in order to find the best trade-off between desiga,gerformance and power con-
sumption. One of the promising architecture modificatioresspecial-purpose blocks, such as
Embedded Multipliers and DSP Blocks, that are used to a@telarithmetic intensive appli-
cations.

Standard FPGA power estimation techniques have not beat) aeefar, for the power
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estimation of special-purpose blocks, as their architeddiffers from the programmable fabric
structure. For this reason, an overview of the embedded pestanation is given separately
here, in addition to overviews of the three types of powernmaodels.

Bit-level power macromodels

The first group of power macromodels is based on bit-levaltirgignal statistics (JTB04,
[GNOQ, [SJO01, [DRO€], [DARQ7]). It considers average bit level statistics which are fibtm

be in direct relationship with power consumption. Four afgé statistics can be considered as
the most important ones: 1) the input signal probabikty, defined as the average fraction of
clock cycles in which the final value of a bit is '1’; 2) the inpwansition densityD;,,, defined

as the average fraction of cycles in which the node makesiati@nsition; 3) the input spatial
correlation coefficiend;,,, that represents the correlation between the bits insidgnalsvord;
and 4) the output transition densiby,,.;, defined as the average fraction of cycles in which the
output node makes a logic transition. All these statistpysear in the model as average values
obtained from circuit functional simulations. They areraatuced as variables in an equation
which estimates the average power consumed by the module:

P = f(Dzna Pina Sirw Dout) (453)

Coefficients standing by the variables are found througaresive simulations, which are listed
into an n-dimension array in look-up table modeBNOO SJO1. The number of simulations
is reduced in equation-based macro-mod&iB04 DR06 DARQ7], but is still quite high, as
for some components the number of coefficients that needs talibrated goes up to 20. The
reported computation time for model calibration is meagimehours in GN0Q, SJO], and for
some of the circuits goes up to 5GINOJ. Other methods report the number of simulation
vector sets needed for model characterizatioDR(6 DARO07]). This number lies between
1000 and 2000 for small components such as comparators>ahdidd 8<8 multipliers. Both,
large computational time and effort, represent seriougdtmons when using bit-level model.
The techniques that use equatid»3 for power estimation report 3% average error and
below 15% maximum error for small components such as midtgl comparators, adders,
etc. ([SJ01DRO06), and 6% average error and below 25% maximum error for tacgeuits
[GNOQ. However, these models are not parameterized in terms mpoaent size, so the
calibration of the model needs to be repeated whenever aaoenpwith different word-length
inputs is used in the design. As already seen, this is highlg-tonsuming and it should be
avoided whenever possible. The only model that includesguervariable for component size
is [JTBO4. The reported average error is 4% while the maximum erresgm to 33%. Still,
this model is not capable of producing estimates for comptsnwith different operand sizes.
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Hamming-distance power macromodels

The second power estimation group is based on power macdelmbuilt by using the spatio-
temporal correlation previously defined as Hamming disgtdHS S 02, JKSN99RSNO0F. Ham-
ming distance models represent 'black box models’ that dwse any knowledge of the com-
ponents internal structure, but instead, abstract to idat# statistics.

The variables used in Hd-models are Hamming distance, Hiligtance and Zero distance.
The Hamming distance is defined as the number of transitietveeen two consecutive input
vectors:

to— ti_,
Hd = fo-1 T 10 (4.54)
2¥)
wheret,_,; is the number of bit transitions froito j within two consecutive input bit-vectors.
The Signal distance is the number of input bits that are findddic one in two consecutive
input vectors.

t1-1

Sd = (4.55)
2 timj
Z7-]

This number increases the probability that the switchiniyi#g of the inputs is propagated
through the componenH[SS02)].

The Zero distance is the number of input bits that are fixeddalzero in two consecutive
input vectors and is obtained from the following equation:

Hd+Sd+ Zd =1 (4.56)

These three variables are used to classify different inpe&ass. Normally, the characterization
set includes every possible combination of input-streaongfid = {0,0.25,0.5,0.75,1} and
Sd = {0,0.25,0.5,0.75,1}. The combinations are limited by#.66). For a component with
inputs A and B, the number of possible setdbt,, Hdg, Sd, andSdg is:

M=0+2+.+n)*x(1+2+..4+ng) (4.57)

wheren, andnp are the number of different values in the sétd, and Hdg respectively.
Hence, for the most common characterization set, the nuofidew-level simulations equals
to 225. Consequently, the characterization effort is senahan the effort used for bit-level
model characterization.

The components’ input word-lengths or/and their comborgtare chosen as the last model
variables in order to make the model scalable. In this cdmecharacterization process has
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to be repeated for every size of every component, with thatisjzes taken from the input
word-length sebw.

Without a significant sacrifice of the accuracy of the modwed,Hld-model can be expressed
as a product of two separate functions: one for the depegdanthe input word-lengths and
the other for the dependency on the normalizetland Sd values pKSNOQ. The word-length
function is obtained by regression over the power conswmgf the component for different
input word-lengths, while maintaining the signal statistiixed. The signal statistics function
is sampled at a fixed word-length for special combination& dfand Sd. An interpolation is
applied as to obtain a power value for statistics not beloypgp the characterization set.

The average reported error lies around 16% for FPGAs (12%S$0Cs) with the maximum
errors reaching 40% (22% for ASICs). It can be seen that thedlencharacterization effort
is accomplished on the account of higher estimation eriesides, the power macro-models
based on Hamming distance tend to give large errors wheniffeoesht input signals that result
in different output statistics, are characterized withghme signal parametetsAA *07].

A comparison of the approach proposed here with the Hd-agpravill be presented in
section4.5.

Word-level power macromodels

Approaches based on word-level signal statistickR95, CGC05 CGCCO0g) constitute the
third power estimation group. They consider the variatropawer consumption caused by the
variation of the input signal varianee’, meany and correlation coefficients. Input signals
are approximated with a gaussian distribution.

The power model presented ibRR95] has been the principal motivation for the logic power
model developed in this work. As it was previously explained use the component decom-
position into activity regions in order to compute the tawaditching activity, while the model
presented in[R95] uses this decomposition in order to compute the total poWwegir average
reported error is less than 10% with the maximum error beiograd 20 %. The main drawback
of their approach is the large number of coefficients thaehawe obtained through extensive
simulations.

Some other word-level models have been proposed in thatliter. In CGCO09, character-
ized equations for arithmetic components implemented B@A&$are presented. In particular,
this approach generates first-order and second-orderieqgsidor adders and multipliers re-
spectively. The following equations are used for powemestion in these components:

Poya=Co- W+, (4.58)
Poui = Co- W2+ (4.59)
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The coefficients’y andC; are obtained from extensive simulations and depend on Veved-
signal statistics of both operands. Pre-made tables oficegits are constructed as a result of
these simulations. The only variable introduced in the #goas the operands’ word-length
W. Therefore, this methodology is not capable of producirgredes for components where
both operands have different sizes. This work was furtheereted in CGCCO0§ in order to
consider non-zero mean input signals, by including addtiacoefficients in the model that
depend on the number of the mean bits and the sign of the mdanavierage error for both
zero-mean and non-zero mean signals is around 7%. Howaeemaximum error according
to the power plot presented in their work, can reach up to 160% most errors lying below
55%. The number of simulation vector sets used for modeladiarization is 1500. We will
compare their methodology for zero-mean gaussian signigistive methodology presented
here in sectiod.5.

The authors inLMRO1] consider the switching activity estimation in DSP arctiitees in
order to obtain power estimates. The approach is similaneécmne described ifgdNOQJ, but
instead of using bit-statistics, the resulting models depanly on word-level statistics. They
model components such as array multipliers, adders angisddlaorder to generate transition
activity models for different components, a least squapgr@pmation is applied to the results
obtained from a very large number of measurements. HowigVvers been pointed out that the
purpose of their work is only to detect the relative chandgsoaver-dissipation at the system
level and, therefore, cannot be used for accurate powenaistin.

Embedded power estimation

The power estimation of embedded blocks is relatively nevthe work on this topic is quite
limited. In [EJH"04], a high-level power estimation model of Xilinx FPGA embeddnemo-
ries has been presented. The model uses a set of high leselgt@rs, divided into architectural
parameters such as the number of bits in the address andud&is, nd algorithmic parameters
such as the communication rates of the address and data bhsesoefficients standing by the
parameters are obtained through curve fitting over poweregagjathered from measurements
when each of the parameters varies independently. Howasdhe interconnect power is ex-
pressed only through the number of interconnections, anthea length, the accuracy of the
model can be guaranteed only when applied to the charaatienzset.

The work presented inQLWO06] evaluates the impact on power consumption when logic
is implemented in unused embedded memory arrays in FPGAbloudh, the circuit density
is improved and there are fewer LUTs and connections betwesn, it was shown that this
solution results in additional power consumption due talbit and word lines, amplifiers, and
decoders in embedded memory arrays. Additionally, thegstigate the memory flexibility,
size and shape in order to find the most power-efficient smisti
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The so-called virtual embedded blocks (VEBS) are describb@dLL *06]. They represent
dummy elements created in order to determine the impact bédaed multipliers on area and
delay of a circuit implemented in FPGAs. The area of an eméedtbck (EB) is approximated
as the area of the EB implementation on a silicon chip diviokethe area of a logic cell. This
encourages the implementation tools to think about EBsrimgeof FPGA resources. Logic
delay is modelled through a use of adder carry chains, asetatively easy to adjust its delay
by changing its length. However, the power consumption diexhded blocks in not considered.

An activity-based strategy for estimating the average padigsipation of hard DSP and
multiplier blocks embedded in FPGAs was presenteddd@WO06. The authors compared
several methods for activity estimation of all nodes in thieuit and chose the one that gives
the best results. The average reported error@&@WO0€ is 8% with the maximum error going
up to 50% according to the power plot presented in their wettwever, as their final power
estimation model is based on the activity computation aigtite-level implementation of the
embedded blocks, it requires information on proprietachit®logy and implementation details
which are unavailable to most users.

Summary of the previous work on logic power estimation

In Table4.3we present the summary of features of the described higieyic model and the
model presented here: HLLM. First, approaches are clarfoedrding to the target technology.
Then, after identifying the approach, the methodology dsedharacterizing input data set and
the tool used for obtaining "real” logic values for modeligtation are listed. The next columns
include the maximum and the average value of the relativer®mneported in each work. If
there is more than one error reported, the table lists thetwase (for example, if there are two
errors; one reported for the adders and the other for thaptieis, we choose the worse error
and present it in the table).

In the next column we present the effort for the model charazdtion. High characteriza-
tion effort represents one of the three following cases:réperted time for model characteri-
zation goes over 10 hours, or the number of coefficients readd obtained by multivariable
regression goes over 20, or the number of different inpwt dets needed for model calibration
is more than 1000. Medium characterization effort requiresveen 100 and 1000 different
input data sequences for model calibration. Low chara#aan effort requires less than 10
different input data sequences for model calibration.

The symbol~ indicates that a very large number of input vectors werete§16500) and
that more than 95% of the power estimation errors lie beloswtalue. The errors with the sign
~ beside them were extracted from the plots provided in thersap

It can be seen that, the model presented here is the onlyegiel that has been verified
with on-board measurements, thus, resulting in the modidant estimate values. Further-
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Table 4.3: Summary of features of the logic power models.

Technology Institution Method Tool Max. Avg. Charact. | Different | Different
error [%] | error [%)] effort comp. size| oper. size
Univ.of Toronto Bit-level Synopsys 23% 6% HIGH NO NO
[GNOQ
Tech. Univ. of Bit-level Synopsys 12% 2% HIGH NO NO
ASIC Madrid [DR0O6, DARQ7]
Univ. of Oldenburg Hamming Synopsys 22% 12% MEDIUM NO NO
[HSS" 02, JKSN99g distance
Berkeley Word-level Irsim ~ 20% <10% HIGH YES YES
[LRO5]
Princ. Univ. Bit-level XPower 8% 3% HIGH NO NO
[SJO1
Northwest. Univ. Bit-level XPower 33% 4% HIGH YES NO
[JTBO4
FPGA Univ. of Oldenburg Hamming XPower ~ 40% 16% MEDIUM NO NO
[RSNOG distance
Imp. Col. of London | Word-level XPower ~ 55% 7% HIGH YES NO
[CGCO5CGCCO04
Tech. Univ. of Word-level | Measuremen|] 23% 9% LOW YES YES
Madrid: HLLM XPower 33% 11% LOW YES YES
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Table 4.4: Summary of features of the embedded power models.

Method Tool Technology| Max. Avg. Required
error [%] | error [%] | prop. details
Univ. of Toronto| PrimePower FPGA 50% 8% YES
[CKCWO0q
Univ. of Madrid | Measuremen FPGA 21% 8% NO
HLLM

more, the characterization effort is the lowest comparedtiemther estimation errors (since it
needs less than 10 measurements for model characterizadiwhit is capable of estimating
the power of components with different size operands. Ttierléeature was only found in an-
other methodologylJR95]. However, this methodology has an extremely high chareetton

effort, since the number of coefficients needed for modgliie most simple component is 73.

The accuracy of the models that are parameterizable in teftfie component and/or the
operand sizes is lower than the accuracy of the models thattdake the size of the component
into consideration, which is to be expected. HLLM suppoaisiponents with different operand
word-lengths and still achieves good accuracy for the mepof high-level power estimation.
Such accuracy has been evaluated through both, measuscamehiXPower. The latter tool
was required for model characterization in order to perfarfair comparison with some other
methods proposed in the literature. The results of the cosgpaare presented in the next
section.

Due to the lack of power estimation models for embedded Islotable4.4 only includes
two power embedded models: the one presente@KCQWO06, and HLLM adapted for power
estimation of embedded blocks. The main difference betvileemmodels is thatGKCWO06|
uses proprietary information, while HLLM does not. As sukli,LM is available to any user.
Besides, the maximum error is much smaller than the one wbdéan [CKCWO06. The reason
for this lies in the fact that, inGQKCWO§], only the average input switching activity of all input
bits is used as a power parameter. One average input svgtahtivity value can correspond to
various input vector sets, and thus different power val@sthe other hand, HLLM accounts
for the switching activities of all bits resulting in morecacate estimates for different input
signal statistics.

4.4.2. Logic power model

The logic power model presented here uses a very small nuofhbeefficients, and is parame-
terized in terms of clock frequency, input signal word-lgrsgand input signal statistics.
The embedded power model is considered separately duesmeitsal implementation fea-



94 CHAPTER 4. POWER ESTIMATION MODELS FOR LOGIC

tures. It is also parameterizable in terms of input pararaeted clock frequency. It should be
pointed out that the main advantage of the power model foregiaidd blocks is that it provides
accurate estimates by only using general information atbeuarchitecture of the multipliers.
As it does not enter into implementation details, it is aafalié to any user.

Load capacitance

DSP blocks are built from a number of basic elements, nanwabylit multipliers and half-
adder and full-adder cells. As previously explained, wesaber that each type of element is
implemented into the slice section composed of one LUT agitigates. As the LUT has the
same structure regardless of the function performed indtagsume that the capacitance being
switched per each basic element is the same.

Although, the carry wires have a lower capacitance tharrai@ wires as they are directly
connected to the next adder cell via dedicated routing, $saraption referring to constaa}
can be considered valid for the purposes of high-level egton. Arithmetic components ex-
hibit a regular, repetitive structure composed of full-adcells, implemented in programmable
elements (LUTs and AND gates) that also have a regular streieind thus(; can be regarded
as an effective capacitance when both types of wires araiated for.

This allows us to divide the dynamic power consumption oheda8P component into four
separate termdZ?, f, C; anda. As the first three terms remain the same for each basic etemen
of the component, we can simply calculate the total switglaativity as explained in section
4.2, then sum it with the amount of glitching estimated as ex@diin sectiort.3, and with
two measurements of the logic power of the component, olbteiriwo constants needed for
the calibration of the power model: one that represents thdygt of the first three terms
multiplying the expression obtained for the sum of the shitg activity and glitching, and the
other that represents the average glitching at the outputafT in the LSBx-LSBY part of the
component, since this information has to be obtained eogblyi

Logic power model for LUT-based components

Hence, the final model for estimating the power consumpticthé presence of glitching and
autocorrelation is given as follows:

P=b-(SW+k-G) (4.60)

Constant can be obtained together with constanthich has been introduced into the expres-
sion for glitching through two logic power measurements.

Thus, the complete power estimation characterizationquoe consists of the following
steps:
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1) The input signal words are divided into activity regionsdmmputing the positions of the
breakpointsB PO, BP1 and B P2.

2) The transition probabilities of all bits in the inputs @kt to the values defined dy16

3) The switching activity is calculated on the outputs of lasic cells (partial sum generators
for row adder tree multiplier, full-adder cells for array Itiplier and adder,...) and is added as
in the corresponding equatiof.45 4.46 4.48);

4) Glitching presented iA.52is introduced into a final power model;

5) Two low-level power measurements for different comparsezes using the sameare suf-
ficient in order to determine coefficiefiandk. As the factorsSW, P andG’ are known, the
coefficients can be easily obtained. However, in order toeim®e the accuracy of the model,
we use a multivariable regression approach with more thannheasurements for obtaining
these two coefficients. The number of measurements isigtilifcantly smaller then any other
existing high-level approach for building power macro-mled. It is also clear that the model
is parameterizable in terms of the operands word-lengttigteninput signal statistics.

The model represented b¥.60 has been used only for the power estimation of the logic
elements in a component IdCCO7HICC0O8ICOY]. However, it was noted that it can be applied
to the whole component together with its local routes a®¥adl It is important to note that,
including the local routes has not increased nor charaeton, nor computation time of the
model.

The components considered here are arithmetic IP corearthanplemented as Relatively
Placed Macros. It means that the position of each LUT redativthe position of any other
LUT inside the core stays the same, regardless of the glasign of the complete module
on the chip. The LUTs are tightly packed as to achieve maxirparformance, and minimum
occupied area. As such, the local interconnections betwezhUTs, are routed mostly with
direct and double lines, as they are the shortest and tresfaginnections. The LUT’s propa-
gation delay is greater than the propagation delay of a tdinedouble line, so the transitions
can not be further filtered. Thus, the switching activity a€le local line is equal to the activity
generated at the output bit of the corresponding LUT (whieedihe begins). If we assume a
unique value for the line capacitan€g,,., equivalent to the effective capacitance when both
types of wires are accounted for, the power of the local Lisgte

-Plz'ne =0.5- vd2d : f ' Clz'ne - SW = Aline * SW (461)

Similarly, when glitching effects are taken into accoumt,expression like4.60 is obtained.
Thus, it is assumed that the local interconnect power is@tagmal to the logic power, and the
logic model can be applied to the whole component.
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Logic power model for embedded blocks

The assumption about the regularity of the programmablaeiés can no longer be made for
the purpose of the analysis presented here, as the embeldd&d bre not implemented into
standard FPGA fabric. However, as the compressor blocksoangosed of repeated full-adder
cells and the structure of embedded blocks is fixed and inutigre of its location in the FPGA,
the approximation of a single effective capacitance fotredlwires in the module is maintained
in the model.

The total switching activity is obtained as the addition loé¢ tswitching activities of the
outputs and carry bits of all the basic cells in the compoasréxplained in subsecti@n2.3

Furthermore, dedicated multipliers are highly optimizedgerformance and power, so we
assume that the amount of glitching inside the componenbeareglected.

As a consequence, we use a single capacitance value for leaohne inside the embedded
block, leading to a single coefficient However, as the inputs and outputs of the multiplier
are registered, we use another capacitance value (i.e hanobefficient) for the outputs of
the registers, since they are implemented in standard FRBAcf Both capacitance values
are obtained from the multivariable regression over diifépower measurements for various
signal statistics and multiplier sizes. Thus, the final nhede be presented as:

P=a., -SW.,+a, - SW, (4.62)

wherea, anda, are the coefficients representing the product of three ptevers 2, f, C))
for the elements inside the embedded block and registessecévely, andSW, and SW,. are
the total switching activities generated inside the embddolock and at the outputs of the
registers, respectively.

The power model for embedded blocks has been presenté@0g[

Cycle-by-cycle accuracy

In [JKSN99, it was demonstrated that the application of the Hammirsgagice distribution,
rather than average values, increases the estimationsagowhen power has a non-linear de-
pendency on thé/d. This is precisely the case in many DSP data-streams andhatales.

The Hamming distance distribution is obtained in the follogwvay. For each two consecu-
tive input vectors of both operands A and B, the Hamming aga&idistances are calculated.
Hence, the number of appearances of each combinatiéhiaf Sd,, Hdg andSdy is avail-
able for a given data set. The products of the probabilitiesthe corresponding power values
are added to form a new and more accurate power estimate.

We have applied the same methodology on the logic power nfodéJT-based compo-
nents, but instead of computingd and Sd, we have classified each two consecutive input
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vectors as belonging to different Gaussian distributidepending on the number and the value
of the MSB bits that are the same in both vectors. For exanfples have the following three
vectors:

010010110
010011010 (4.63)
010110100

then we say that the first two belong to the Gaussian distobutith the most significant mean
bits equal to 01001, and the second and the third belong tG#ussian distribution with the
most significant mean bits equal to 010. In both cases, thebiirshat stands immediately
after the mean bits, changes with a switching activity ofrid ¢he rest of the bits behave as
uncorrelated, random bits with a switching activity of (B&ased on this classification, we have
applied the power model described in this section to eacts§ai distribution detected in the
input data set and the corresponding power value was sunurbeé expression for the final
power estimate, according to the number of input vectorsaated to it:

n;
P=N p.— 4.64

where N is the total number of vectors in the input data sgtis the corresponding number
of vector pairs belonging to the particular Gaussian digtion, andP; is the corresponding
power value computed as i4.60).

This expression enabled us to improve the accuracy of the pagver model for LUT-based
components at the cost of increased computation time a$ ievexplained in detail in the next
section.

4.5. Experimental results

Experimental results are divided into three sets. In thedes we explore the accuracy of the
expressions given for the breakpoints according to the ARNyhal model and according to

the Dual-bit type method. We test the two models for varioymit signal statistics. In the

second set, we evaluate the logic power model developedUdriased components against
XPower low-level estimates. Additionally, we compare tmedel to the two other proposed
models in the literature§GC09 and [HSS'02]. Finally, in the third set, we compare both,
the logic power model for LUT-based components and the powgetel for embedded blocks,

against on-board measurements.
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Figure 4.18: Errors for two signal models: ARMA and Dual-bit type, whemesiulering zero-
mean gaussian signals and various sizes of the MSB act®ifiom. The arrow indicates how
errors behave when the number of sign bits increases

4.5.1. Signal model accuracy

In this work we focus on gaussian signals as they can falthfapresent the input signals to
DSP systems. We use the methodology for computing the boaatkgpresented inHSH97.
However, as they derive the breakpoints for ARMA(N,M) sipgeneration model, the results
presented in their work include various signals that cantiained by varying parameteng
and N. Among the considered signals in their work, only two cqoeexl to the gaussian dis-
tribution. Furthermore, although they point out the dragkbaf the expression given il R95|
for the breakpoin3 P1 when non-zero mean signals are considered, they do not certipsr
results with the dual-bit type methodRR95].

We divide the experiment into two subsets. In the first subv&etonsider zero-mean, and



4.5. EXPERIMENTAL RESULTS

Error [%)]

Error [%]

10r

(ié‘ AV
5 20 2

> Wild-lengh

40 45

Autocorrelation coefficient of —0.9

Autocorrelation coefficient of 0.9988 50 Autocorrelation coefficient of 0.99
|| @ Dual-bit type @ Dual-bit type
‘®DBT modified ‘®DBT modified

AARMA 40- AARMA

Autocorrelation coefficient of —0.9987

@ Dual-bit type
#®DBT modified
AARMA

95

25 30, 35
Word-length

40 45 50

@ Dual-bit type
#DBT modified
AARMA

20 25

30 35
Word-length

Figure 4.19: Errors for three signal models for gaussian signals withmespual to 10

99

in the second, non-zero mean signals. In both subsets,|sigith various autocorrelation
coefficients (between -0.998 and +0.998) and word-lendi®s20, 32 and 48 bits) are explored.
Additionally, we also vary the number of the sign bits in ansigword (i.e. the size of the MSB
activity region) between 8 and 24 depending on the wordtlendror each autocorrelation
coefficient and word-length four different MSB sizes aresdma
For each signal we compute the total switching activity asstim of the switching activities
of the signal bits obtained according to both models and esenghem to the total switching
activity measured through the simulation of the input vesto
In the continuation, we list the expressions for the breaks@omputed inl[R95].
The expression given il.R95] for the breakpointB PO is:

= Jtom(o - (vI—2+ 1)

BP0

The expression given il.R95] for the breakpointB P1 is:

BP1 = [loga(p+ 30)]

(4.65)

(4.66)

In Fig.4.18we present the comparison of the dual-bit type method anehétbod presented
in [RSH97 (referred to as "ARMA") after it was adapted to gaussianritigtions as explained
in sectiond4.1l The results are given for the first experimental subset @/er consider zero-
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mean gaussian distribution. All the errors are presentddl tveir absolute values for the sake
of clarity. It can be seen that the models have a similar aoyyrwhile the ARMA model
achieves better accuracy for the highest autocorrelatefficient. This value corresponds to
the autocorrelation coefficients of many audio and imageedsas it will be presented later. Itis
also observed that both models achieved the same accurabg fealues of the autocorrelation
coefficients of 0.9 and -0.9. This is because the term equflt8 in the expression for the
breakpointB P0 in (4.65) is too small for small values of autocorrelation coeffitgeheading to
the same expressions fB/P0 in both models. Additionally, the accuracy of the modelssge
to worsen with larger number of sign bits in most cases. Fercidises where the accuracy
does not follow this pattern, the arrows are given separébeleach model and have a colour
corresponding to the colour of their graphs. The directibtme arrows in the figures indicates
the direction of the increase in sign bit number.

It is important to note here that it was also observed that ARdpnal model tends to
underestimate the total switching activity rather thanresBmate (this effect is not shown in
the figures, since absolute values of the relative errore weed for the sake of clarity). This

is significant for the analysis of the power model behaviand it will be explained in the next
chapter.

The second subset is designed in order to explore the agrof#te two models when the
input signals have non-zero mean gaussian distributioningliede a third model in the analysis
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presented in this subset, which is derived from the Duatyipi method as follows.

As already seen, the expression givenliR95] for the breakpointB P1 depends on the
mean of the signal. However, the breakpdit®1 is determined by the signal variation around
the mean and thus, is independent of the value of the niR8RIP7. For this reason, we have
included the so-called "Modified Dual-bit type model" in tbemparison for non-zero mean
signals, where the value of theP1 is computed as:

BP1 = [logy(30)] (4.67)

This expression provides the same value for zero-mean igausgnals ag.66 so only one of
these models is included in the results for the first expertalesubset.

In Figs.4.19and4.20we give the error performance of the three models: dualypi tthe
modified DBT, and ARMA model, for two different values of med® and 125, respectively.
The directions of the sign bit number increase/decreaseanmarked in the figures, as it was
noted that the accuracy of the models worsens with a largabeu of sign bits in all cases. It
can be seen that the Dual-bit type performs poorly, as it lshio& expected since breakpoint
BP1 takes a wrong value due to the value of the mean. However, thdified DBT and
ARMA models achieve similar accuracy. Still, the maximunmoefor the ARMA model does
not surpass 20 % while the Modified DBT goes up to 40 % in somescas

Consequently, we have chosen the ARMA signal model for thpgaes of word-level
power estimation presented in this thesis.

4.5.2. Logic power model for LUT-based components : XPower

In this experimental set, the accuracy of the logic power @héor LUT-based components is
compared to the accuracy of two other logic power estimatimaels found in the literature
[CGCO0] and [HSS'02]. The table-based model given i€GC0g has been calibrated by
using low-level power estimates given by XPower, and thdfiooents used in their model were
downloaded from the web address provided in their paper. CHibration of the Hamming
distance model presented iH$S"02] was also performed with the estimates given by XPower
since it is extremely difficult to use on-board measureméartits characterization, as it will
be explained later. Hence, in this subsection we also eaélihe logic power model for LUT-
based components presented in this thesis (HLLM) by usingnédP estimates for the purposes
of the comparison with the other two power models.

The authors in\VFDAO6] used both, XPower estimates and hardware measurements, in
order to identify the power difference between designs wifferent placement and routing
constraints. They refer to a design without any constrapidied to it as a baseline version,
while the constrained designs represent optimized vessiéithough they did not report the
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results obtained from the measurements due to variablésasumom temperature and device
fabrication variances, they assure that the percentagermp@aduction between the optimized
and baseline versions remained constant between XPowerasefreports and hardware mea-
surements in the experimental testing.

First, we give the comparison of the HLLM with the table-tdhseethod presented in
[CGCO0]. For this purpose, we use three different models for miigtip implemented in LUTS,
in order to investigate the grade of accuracy improvemermnaglitching generated inside the
component is included into the model. Next, we present ther @erformance for the logic
power model proposed here when considering non-zero mgaalsj as this analysis is neces-
sary for the third set of experiments, where HLLM is compacetthe Hamming distance power
model for various real-world data signals.

Comparison with [ CGCO05]

The following experiments have been performed to verify pheposed logic power model
for arithmetic components implemented in FPGAs. Two typgesxperiments have been con-
sidered: one where the word-lengths of both input signastla® same while the size of the
component is varied together with the input signal stasstand the other where one of the
input word-lengths is varied while the signal statistianaén fixed. The experiments have been
performed on multipliers and adders implemented as IP Qar¥dinx Virtex-2 XC2V2000-

5 devices, as these devices have been also us€d@C0g. The design frequency used in
all experiments was set to 100 MHz. Different autocorrelatvalues between 0 and 0.9995
were used in the comparison. The signals used for experinmait zero-mean Gaussian distri-
butions. The test-benches for arithmetic components wiplti word-lengths smaller than 55
bits were generated using Matlab, whereas the 64-bit nisnbere generated using functions
provided in Jib] Multiple Precision Arithmetic Library (GMP). The signakgeration model
described iM.1.1was used in order to generate the input signals with the pe@utocorre-
lation coefficients. Each operand signal word was dividéd regions according to equations
4.18and4.23

All the estimated values have been compared to low level pesttmated values obtained
from the XPower tool (from ISE 7.1 as this version was alsadusethe work presented in
[CGCO0Y). Power estimation values are given for the Xilinx cores &mus, refer only to the
DSP component structure which is used for the implemematiacores in Xilinx FPGAs (for
example, the row adder tree multiplier for the multipliers)

The first set of experiments assumes multipliers and addignsoperands with the same
word-lengths. The results IlC[GCO0Y relate to tables of coefficients used to obtain the power
consumption, and a clock frequency is required to perfomraibpropriate computations. Since
such information is not included in their work, we assumeegjdiency of 25MHz for multi-
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Figure 4.21: Error performance of multipliers for various autocorrelatcoefficients

pliers and 100MHz for adders, as these are the ones prowvidéngesults that are closer to the
values obtained from XPower. Input word-lengths are vabietsdveen 8 and 64 bits. The errors
obtained for multipliers are given in Fig.21 Four models are taken into consideration: 1) the
model that considers both glitching effects and implemtgriadetails (presented B4.60); 2)

the model for a row adder tree multiplier (the switchingwtyipresented by.46is multiplied

by a constant representing the product of three power teBjg)e model for an array multiplier
(the switching activity presented l#/45is multiplied by a constant representing the product
of three power terms); and 4) the table-based model descnd€GCO0] (presented byt.59.
The expressions given #h.49and4.50are used for estimating the amount of glitching in the
multiplier and adder respectively, as they refer only tcozsean signals. The improvement
rate of this glitch model by using the equati®2is given in the next subsection.

It can be observed that in most cases the estimate provideékebsnodel with glitching
effects is accurate up to 10% of the value obtained by XPoBesides, it clearly outperforms
the models that do not consider glitching effects. The téblged method gives good results
when considering large word-lengths, while the error isatggethan 20% for 8-bit multipliers.
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Figure 4.22: Error performance of adders for various autocorrelaticeffenents

We believe that this is due to the quadratic nature of thisehedich is too simple for modelling
the power consumption of multipliers.

Next, in Fig.4.22we present the errors obtained for adders. The resultsaea or three
different power consumption models: 1) the model that aersi glitching effects (presented
by 4.60); 2) the model for the ripple-carry adder (the switching\ait presented by4.48is
multiplied by a constant representing the product of thiegy terms) and 3) the table-based
method (presented B/58. Again, it can be observed that in most cases the estimateded
by the model with glitching effects is accurate up to 10% @ theasured value and that the
error of the table-based method increases substantialniall word-lengths.

The second set of experiments evaluates the error perf@aafanDSP components where
one of the inputs is first fixed to 48 bits while varying the atfrem 8 to 40 bits and then
changed to 32 bits while varying the other from 8 to 20 bits.isTdet is designed to prove

the advantage of HLLM in providing accurate estimationsD&P components with different
operand sizes, without the need of a different power model.

First, the error performance is given for the three propasedels for multipliers. The
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results are shown in Fig.23 It can be seen again that the model considering glitchifegesf
outperforms the other models. When comparing the "treeiphieit' and the "array multiplier"
models, it can be noted that the latter has a larger maximuon &ut better error performance.
This can be explained by the fact that this model considgraragely the transition activities at
the outputs of the AND gates and the outputs of the full-adeé#ls. The transition activities
of these elements in turn contribute to the glitching attiaf the multiplier, so the "array
multiplier" model indirectly takes into account some of tiigiching effects, whereas this does
not occur in the "tree multiplier" model.

Fig. 4.24 represents the errors obtained for adders. We considerlthe power models
as in Fig.4.22 1t can be seen that the models proposed here are highlyadectiut behave
similarly in many cases. This is probably due to the existeniconly one logic level in the
case of adder components, so glitching has a smaller effetietotal power consumption.
On the other hand, the table-based method gives large gespscially for the adders where
the other operand is sign-extended for a large number af bhss is due to the simplicity of
the equations described in the table-based method. As #ysnd only on the autocorrelation
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Figure 4.24: Error performance for adders with operands of differerésiz

coefficient and the size of the adder, the same power valu#as@d for any adder of a specific
size regardless of the number of the sign bits of its operands

High-level logic model accuracy for non-zero mean signals

We split the model evaluation into two sets of experimentghBets of experiments have been
performed on multipliers and adders implemented as XilPxCores in Virtex Il devices. All
the estimated values have been compared to low level powaragss provided by the Xilinx
tool XPower Kil]. The signals used as input stimuli had Gaussian distobgtiwith means
equal to 0, 10 and 125 respectively. We have chosen thesesviduthe mean in order to see
the difference between the power values obtained for ssgmdh many and with a few '1’s in
their mean. We have used 2&6 and 3% 32 multipliers and signals with zero-mean gaussian
distributions and autocorrelation coefficients of 0, 0®9-and -0.99 for our characterization
set. Multiple regression over the relative errors was paréal for obtaining the constaritsind

k.

In the first set we evaluate the accuracy of the power estimatiodel for non-zero mean
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Figure 4.25: Error performance for multipliers and adders with operavfdbe same size

signals presented #h.60(where the expressioh52is used for glitching estimation) consider-
ing both, components with inputs of the same size, and cosmgsmwhere the input bit-widths
differ. Fig. 4.25presents the estimation errors for multipliers and addérsnwoperands have
the same word-lengths. Input word-lengths varied betweand40 bits, and autocorrelation
coefficients varied between -0.9995 and 0.9995. It can bedrtbat a similar error performance
is obtained for all adders when signals with mean 10 and m&araie applied to its inputs.
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Figure 4.26: Error performance for multipliers - a), b), ¢) and adders,-aJ)with different size
operands for various signal statistics

This is a direct consequence of a feature of the operatidn As the mean bits do not change
their value, when added, they will give the same result abthputs of the full-adder cells, and

hence, there will be no switching activity in this part of theéder. This result has also been
confirmed by the identical XPower values.

Next, Fig.4.26shows the errors obtained for multipliers and adders witfleidint operand
sizes. The experimental set includes three autocorralapefficients of -0.99, 0 and 0.99.
Again, the adder errors for mean values of 10 and 125 werestlthe same, so we have
included only one of the plots (Fig.26€. Another important observation from this figure is
that the power model for adders clearly underestimates whefzero mean signals are applied
to its different-size inputs. This is due to the fact thatghtching model does not consider the
amount of glitching produced in the part of the adder wheeertput bits of one operand belong
to the mean region, while the input bits of the other operagidry to the LSB or MSB region.
In reality, there will be glitching in this part of the adderelto the different arrival times of the
carry bit and the input bits of the other operand.

Overall, the mean relative error for multipliers is 8.34%ldar adders 11.14%. It can be
seen that the models are capable of providing quite accresitts over a wide range of operand
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Figure 4.27: Error performance for multipliers and adders for variogmal statistics considering
two approaches: the model presented here and the modehimese JCCO7H

sizes, signal autocorrelation coefficients and mean values

In the second set, we focus on evaluating the same power rféskented id.60with the
expressiot.52for glitching estimation), against the estimates obtaingdhe power model
used for the comparison witliC[GC0J where the simplified expressions are used for glitching
(4.49and4.50. This experimental set evaluates adders and multipligrsimput word-lengths
between 8 and 40 bits. The signals are assumed to have zearo-ane the autocorrelation
coefficient values are only positive and vary between 0 aB@89% to allow fair comparison
with the model with simplified expressions for glitching.

For an easier comparison, we give the absolute value of thtveserrors in Fig4.27. It
can be seen that the accuracy of the new model does not wolsampwsitive autocorrelation
coefficients are considered, while providing power estaador a significantly larger set of
input signal parameters.
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Hd and HLLM model comparison

The experiments have been designed in order to present tmgacson of the HLLM and the
Hd-model for signals taken from real-world applicationbey have been applied to multipliers
and adders implemented as Xilinx IP Cores in Virtex Il desicall the estimated values have
been compared to low level power estimated values obtamedthe Xilinx tool XPower Kil ].

The characterization set for the construction of the logivgr model presented here is
based on 1616 and 3% 32 components and signals with zero-mean gaussian disbristand
autocorrelation coefficients of 0, 0.9, -0.9 and -0.99. Aidgpcharacterization set mentioned
in sectiond.4, has been used for the Hd-model construction.

The experiments have been carried out for five differentgygd@nput stimuli. The pattern
set includes:

1) row speech signal

2) image signal

3) memory access index (counter-like signal)

4) randomly chosen signal variable in a C-code FDCT

5) uniform white noise

Each of the power models has been used in two different waysler to obtain the estima-
tion errors for the given input data. The first one takes ayexalues of the signal statistics for
the whole input data set (marked as Average in Tablgs4.6 and4.7), while the second one
considers cycle-by-cycle input signal characteristicarad as Cycle), as explained in section
4.4

Tables4.5and4.6 present the estimation errors obtained for multipliers athdiers respec-
tively. It can be seen that the Hd-model gives good estimfateall signals, except for type
[ll. As this type represents a counter-like signal, it stilyndiffers from the characterization
patterns that are normally composed of '1’s and '0’s randuaafigtributed in a signal-word with
the bits that are switching also located at randomly distad bit-positions. On the other hand,
a counter-like signal has established bit positions of &tigl '0’s and the bits that are switch-
ing are determined. Thus, applying the cycle-by-cycle paeenputation, barely improves the
accuracy of the model.

The HLLM with cycle-by-cycle computation gives good resulr all signals except when
considering multipliers for signals of type IV. We have oh®e&l that this is entirely due to
the nature of the signals in the FDCT. As the bit switchingvagtis distributed over the bit-
positions in a random fashion, signal-word decompositigianed in sectiod.1, can not be
performed in this case. This is the reason for equally podopeance when considering aver-
age and cycle-by-cycle signal distributions. It can be atsted that cycle-by-cycle computation
improves the accuracy of the logic power model up to 60% fpetil.

In the continuation, we extend the comparative analysie®fwo high-level power estima-
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Table 4.5: Comparison of two models for multipliers.

Data | Hd-model error [%]| HLLM error [%)]
types| Average| Cycle | Average| Cycle
I 7.41 4.25 12.65 | -8.8
Il 2.97 -3.96 -10.03 | -10.23
1] 43.75 35.33 47.71 | -11.87
\Y, 11.07 0.63 31.03 | 33.1
V -5.25 -8.23 -10 -0.29

Table 4.6: Comparison of two models for adders

Data | Hd-model error [%]| HLLM error [%]
types| Average| Cycle | Average| Cycle
I 3.98 1.58 11.87 | 4.88
I -12.03 | -14.75 -4.47 1.3
1 22.74 18.62 63.8 | -0.21
v 5.64 -0.49 12.73 | 3.46
Vv -3.56 -3.42 -4.81 | 0.59

111

Table 4.7: Comparison of the two models when component size diffens ftioe input signal

bit-width

Data | Hd-model error [%]| HLLM error [%0]

types | Average| Cycle | Average| Cycle
Mul.-II 56.73 55.18 3.24 | -13.67
Mul.-lll | 41.83 33.94 47 -12.58
Add.-l 10.5 9.36 -4.44 1.33
Add.-lll | 36.88 34.2 63.9 -0.15

tion models with four additional aspects that try to estdbthe applicability of the approaches
in real world situations.
The first aspect is the computational effort used for the rhodaracterization and uti-
lization. The number of simulations needed for the Hd-madeistruction was 225 for each
component with specified operand sizes (accordingtio7)), while only 8 simulations were
needed for the construction of HLLM. It can be seen that thenttdiel is extremely depen-
dent on the accuracy and time performance of the low-lewaliition tool as it requires a large
number of low-level simulations. The best accuracy is addevhen the model is characterized
with on-board power measurements. FPGA power measuremeadsto be carefully prepared
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Table 4.8: Computation times for the two models applied to<ie multiplier

Data| Number | HLLM model Hd-model

types| of vectors| Average| Cycle | Average | Cycle
Il 15100 0.25s | 10s | 0.00005s| 0.055s
\Y 297 0.25s | 0.85s| 0.00005s| 0.013 s
\ 10000 0.25s | 4.32s| 0.00005s| 0.061 s

and processed in order to obtain separate interconnecbgitddower values (as explained in
chapter2), thus, making the automatization of the measurement psoeetremely difficult. In
the case of the logic power model presented here, the numlkanolations needed for model
characterization is highly reduced. Hence, it can be dirdmsed on power measurements
leading to better accuracy.

There is also a difference in the computational effort respiibby each model when cycle-
by-cycle signal statistics are taken into account. The exynts were performed on a Pentium
4, at 3.00 GHz with 1GB of RAM. In the Hd-model, the parametdtsand Sd have to be
computed for each pair of consecutive vectors, meaningtiigatomputation includes all the
bits in each signal-word. In HLLM, this number is reducedte humber of the most-significant
bits that have the same value in both vectors. However, whaat®n @.64) is applied, the
values ofP; are taken directly from the table or interpolated from thigghlkeouring table values
in the case of Hd-model, while they need to be computed for MLIWhen these two effects
are taken into account, the Hd-model has some advantagélaéd, although the difference
is barely noticeable when average signal statistics amntako account as each estimdte
only takes a few milliseconds in the worst case. The final aaatpn time for cycle-by-
cycle computation depends on the number of consecutive wgmior-pairs in the input data
set. Table4.8 presents computation times for both, HLLM and Hd, when batrerage and
cycle-by-cycle, signal statistics are applied to a<16 multiplier with several different real-
world input signals. When considering cycle-by-cycleistats, HLLM computation time is
signal dependent as the difference in times between typed\ais not proportional to the
difference in the corresponding number of input vectorsaltt be also seen that it is necessary
to take into account the trade-off between accuracy and atatipnal time when cycle-by-cycle
methodology is applied, as the computation times incregséfisantly with a larger number of
consecutive vector pairs.

The second aspect to be considered is the model accuradgs?iaband4.6 confirm that
the Hd-model gives better estimates than the logic poweretnareésented here for most real-
world applications, specially in the cases where the chgleycle accuracy is exploited. The
mean relative error for the Hd-model excluding data typgei$li4.66% for the cycle-by-cycle
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Table 4.9: Summary of features for both models when applied to realdaaquplications.

Metrics Hd-model HLLM
Average Cycle Average Cycle
Accuracy 6.5 % 4.66 % 20 % 4.77 %
Characterization efforf 225 225 8 8
Computational effort| ~ 100us | ~ 100us + 100us | ~ 10ms | ~ 1ms + 100us
Resource sharing NO NO YES YES
Component structure  YES YES NO NO

and 6.5% for the average model. On the other hand, HLLM shoWwg &% mean relative error
for the cycle-by-cycle and a 20% error for the average moxidleling data type IV.

The results in Tableg4.5 and 4.6 are given for components where the size of the input
operand was adjusted to the input signal-word size. Howewlegn resources are shared, it is
often the case that smaller word-length input signals datger word-length component inputs.
Thus, the third aspect is the model accuracy when resousrenghis considered. In this case,
HLLM will still provide the correct power estimate (i.e. thparts of the component that are
not exhibiting any switching activity will not contribute the total power). The Hd-model will
also account for this difference through thel and Sd, as they will decrease with respect to
the full input length. However, the Hd-model is charactediassuming that the bits that are
switching are located at randomly distributed bit posisiobut in this case, the bits that are
switching are all located at the LSB positions in the signatdv Hence, the Hd-model will
tend to overestimate the power consumption. Tdbleshows the errors for the Hd-model and
the logic power model presented here when 8-bit signals @f g@e Il and 13-bit signals of
data type Ill are used as inputs of 466 multipliers and 1&16 adders. It can be seen that the
Hd-model error in most cases increases significantly wipeet to the values in Tabldssand
4.6, while HLLM maintains its accuracy.

The final aspect is the model construction for different comgnt structures. The models
used for the comparison presented here had the internateattiie of a row-adder tree mul-
tiplier and a carry-skip adder, as these structures are fasd¢tle implementation of cores in
Xilinx FPGAs. The Hd-model methodology does not depend encttmponent structure, and
as such can be easily adjusted to any given component. Orthike ltand, the component
structure is taken into account for the switching activiggmputation in HLLM. Thus, every
time some component is replaced by a module with the sameidmadity, but different struc-
ture, the analytical computation method has to be specalpted to the new features of the
component’s internal architecture.

Table4.9 summarizes the comparison between the two high-level logiger models. The
results of the comparison were presented@H0g.
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Figure 4.28: Errors with respect to measurements of the logic model fon&jipliers, b) adders

4.5.3. Logic power model for LUT-based components: on-boar d
measurements

So far, the logic power model has been applied only to the poargssumed in the logic, without
considering the power of the local routes. Calibration amwhgarison with XPower has been
easy, since all power values were taken from the Logic powarmin XPower report.

Here, we have applied the logic power model to the estimaifdhe power consumed in
the whole component together with its local routes as it waéagned in4.4. The components
were implemented in the Virtex-2 Pro devices that were usedhe on-board measurements
(XC2VP30). All the estimates were compared to the measwgid power values, that were
obtained by substracting the power of the clock circuitng the interconnect power (computed
by using the effective capacitances and values provided ARWEL) and the power of the
input buffers from the total measured power of the designe ifiput signals had zero-mean
gaussian distributions with autocorrelation coefficights varied between 0 and 0.9995. The

operand sizes were 8, 12 or 16 bits, as the number of inputaigslimited by the number of
pins connecting the two boards.
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Table 4.10: Computational times for logic power models.
Component type Add | Multiplier
Time [s] 0.12 0.24
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Figure 4.29: Errors for a) multiplier, and b) adder logic power given byoarer
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The results are represented for five different size addetsixrdifferent size multipliers in

Fig. 4.28 The bars with black strips are used to differentiate theasttarization input stimuli.
It can be seen that the model achieves high accuracy with enage relative error of 9.32%
for adders and 5.67% for multipliers. This validates theiagstion that the logic power model
can be successfully used for power estimation in both, legid local interconnects, of the
component.

Average computational times for both, adder and multippewer models are presented in
Table4.10 The deviation around this average value lies in the range26b depending on the
size of the component. It can be seen that the models sdtisfyritical timing condition that is
imposed at high levels of abstraction.

Additionally, we explore the accuracy of XPower for the d@si we have used in the mea-
surements. For the estimates given by the low-level toohawe used advanced power reports
provided by the XPower (from ISE 10.1). We were unable to hgenew tool, XPower An-
alyzer, because at the moment the power values are displayadliwatts, so this tool can
only be used for large designs where this precision doesana h significant impact on the
accuracy.

Logic power values obtained from the measurements inclode, [power in the logic el-
ements and power in the local interconnections. In ordeotopare the power values given
by XPower to the measured ones, we have generated a scrigicitses the XPower report,
and separates the power of local interconnections fromdthepconsumed in connections that
go to/from 1/O pins. These connections are identified thhosigecial names assigned to the
nets that contain them. Finally, we add the value of the |pgiwer to the power of the local
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Table 4.11: Autocorrelation coefficients for real-world data.
Signal type Pinl Pin2
Speech 0.9976| 0.9979
Image 0.9879| 0.9972
FDCT 0.7642| 0.7562
Uniform noise| 0.0117| -0.0016

connections in order to obtain the equivalent of the meastatal logic power.

It can be seen that XPower gives large underestimate eonolsgic power in adders, while
it overestimates multiplier logic power. This is probablyedo the high percentage of the local
connections inside multipliers and the low percentage e$e¢hconnections in adders, since it
seems that XPower tends to overestimate short lines. A nedegled explanation of this effect
together with the analysis of XPower accuracy will be givethie next chapter.

4.5.4. Logic power model for embedded blocks: on-board mea-
surements

The experiments were performed on the following multigimasizes implemented in a Virtex
Il Pro embedded multiplier: 1616, 12x12, 8x8, 16x12, 16x8 and 1Z8. The design fre-
guency used in all experiments was set to 50 MHz. The sigrssd in the experiments had
zero-mean Gaussian distributions. The autocorrelatiefficeent varied between 0 to 0.9995,
and its values were chosen so as to model real-world apipitsatas shown in Tablké.11 All
the experiments were performed on Pentium 4, with 3.00 Gldedpand 1GB of RAM.

The estimates obtained from the model proposed here, andn& given by the tool
XPower, were compared to the values obtained from on-bo@aksnrements previously pro-
cessed as explained in chap2eiWe have used multivariable regression over power values fo
two different operand size multiplications (in this casex12 and 8@8) and signals with au-
tocorrelation coefficients of 0.9 and 0.9995 in order to wbthe two coefficients needed for
the proposed modeh,. equal to 24.37 and,. equal to 168.85. As it was expected, the value
of the register capacitance was proved to be much higherthieaembedded capacitance. The
registers are located inside the programmable fabric,enthié architecture of the embedded
multipliers can not be reprogrammed and therefore, doesordtiin additional transistors that
would increase the load capacitance value.

As previously mentioned, the low-level tool estimates dreamed from advanced power
reports provided by XPower (from ISE 10.1). We apply the same¢hodology that was used
for the comparison of logic power values of LUT-based congmis. We add the value of the
embedded block power to the power of the local connectiomsder to obtain the equivalent
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Table 4.12: Power values and relative errors for the proposed high-leeelel (HLLM) and the
low-level tool XPower (XPwr).

p Mult. | Meas.| HLLM | XPwr | Err [%] | Err [%]
size | [uW] | [pW] | [pW] | HLLM | XPwr
16x16| 11389 9408 | 13254| -17.39 | 16.37
12x12| 8015 | 7927 | 9284 | -1.1 15.83
0 8x8 | 6164 | 6465 | 7135 | 4.89 15.75
16x12| 8712 | 8622 | 10106| -1.03 16
16x8 | 7136 | 7845 | 9595 | 9.94 34.47
12x8 | 6222 | 7146 | 7999 | 14.84 | 28.55
16x16| 10335| 8103 | 10911| -21.6 6.76
12x12| 6601 | 6138 | 6677 | -3.53 3.74
0.9 8x8 | 4439 | 4452 | 4277 | 0.29 -3.64
’ 16x12| 7555 | 6880 | 7581 | -8.94 0.34
16x8 | 5605 | 5794 | 6363 | 3.37 13.53
12x8 | 4716 | 5047 | 5031 | 7.03 6.69
16x16| 9331 | 7337 | 9401 | -21.37 6.1
12x12| 5291 | 5141 | 5278 | -2.85 | -0.25
0.99 8x8 | 3311 | 3356 | 2971 | 1.35 | -10.25
' 16x12| 6290 | 5941 | 6309 | -5.54 0.31
16x8 | 4630 | 4743 | 4797 | 2.44 3.6
12x8 | 3560 | 3953 | 3675 | 11.04 | 3.25
16x16| 8114 | 6527 | 7471 | -19.56 | 2.49
12x12| 4055 | 4131 | 3853 | 1.86 -4.98
0.9995 8x8 | 2111 | 2137 | 1796 1.2 -14.93
' 16x12| 5333 | 4972 | 4869 | -6.78 -8.7
16x8 | 3390 | 3665 | 3319 | 8.11 -2.09
12x8 | 2459 | 2790 | 2490 | 13.49 | 1.26

of the total measured logic power.

The values of the autocorrelation coefficient and the miigtigize are listed in the first two
columns of Tablel.12 They are followed by the measured power value, the powéenatt
according to the high-level model and the XPower estimatean be seen that the variation in
measured power for the different bit-widths and auto-dati@n coefficients clearly surpasses
the measurement error margin, thus confirming the validithe measured power values. The
relative errors for estimates provided by the proposed inade for estimates provided by
XPower are given in the last two columns of Tallé2 The shading differentiates the selected
characterization designs that were used to determine.theda, coefficients.

It can be seen that the accuracy of the high-level model isechigh, lying within [-
20%,+20%]. The larger errors are underestimates obtawrethé 16<16 multiplier. Further
analysis has shown a considerable amount of local conmschietween the registers and the
embedded block. As they are not taken into account in ouyaisatthey may be the source of
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Table 4.13: Computational times in seconds for embedded power models.
Mult. size | HLLM | XPower
16x16 218s| 212s
12x12 2.13s| 141s
8x8 212s| 102s
16x12 2.15s| 157s
16x8 213s| 137s
12x8 213s| 127s

this discrepancy.

On the other hand, the XPower tool achieves higher accuratlyis particular case, as it
considers the connections between the registers and thedeledh block. However, the accu-
racy of this tool, in general, varies depending on the valuighe autocorrelation coefficient.
Errors detected for the uncorrelated signals are largeestierates (with a maximum error of
35%), while they even become underestimates for the higlwstorrelation values. It has been
noted that the power values given by this tool were idenfmahll embedded blocks (without
registers), regardless of the bit-width of the operandsiapatt signal statistics. This is a short-
coming that has been also confirmed by the Xilinx support. espgower of the registers gets
smaller with higher autocorrelation coefficients, and tbe/@r estimate of the embedded block,
instead of decreasing, remains the same, the sign natune efttors changes. Low level tools
also need to make some approximations in order to model #igosver. The calibration of
XPower involves silicon measurements on a small set of desagned at representing a wide
range of applicationd]T05]. Also, the power of the programmable logic is much largemth
the embedded block power. Hence, there is a smaller influeihitee embedded block power
(compared to the programmable logic power) on the totalgtiegower. We assume that these
could be the reasons for the less accurate embedded poweatest given by XPower.

When comparing the two power estimation models, it can ba He&t, even though the
low-level tool has detailed design and data informatiorhatdate level, the high-level model
IS more accurate in many cases. Besides, the computatierréiquired for HLLM was found
to be around two seconds, while XPower with Modelsim simafaheeded several minutes to
finish (see Tabld.13.

4.5.5. Correlation factor for logic power estimates

In this subsection we present the fidelity analysis for thigregion models developed for mul-
tipliers implemented in LUTs, adders and embedded mudtipliWe use two metrics for model
evaluation: correlation coefficient and coefficient of detmation (r-squared).
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The first term demonstrates the dependence of two variattesteows if the increase/decrease
in one variable corresponds to the increase/decrease atttbe For the logic power model pre-
sented here, the correlation coefficient shows if the madedpable of following the changes in
the measured power. For example, if we increase the sizeeahthtiplier, its measured power
value will also increase, and we expect that the model walb gdredict a higher power value.
The correlation coefficient is computed as:

é(yf—?%(zﬁ—?)

p: m m
\/Z@f—w- 5 (-9

i=1

(4.68)

wherey¢ is thei-th estimated valuey; is thei-th measured value, and andy are their means,
respectively.

The coefficient of determination demonstrates how well aaggjon model fits a particular
data set. It is compared to the most simple model where the wiethe measured values is
used to predict power. Thus, we define the following terms:

1. Total sum of squares,ST"

m

SST =Y " (yi —7)° (4.69)
=1
It represents the sum of squared deviations of the indiVicheasurements from their mean.
2. Residual sum of squaressSE:

SSE =3 (i — )’ (4.70)
i=1

It represents the sum of squared deviations of estimategsd@tom measured values.
3. Coefficient of determinatiori??, is:

r—1- 9L (4.71)

This coefficient demonstrates the quality of the regreseiodel, since estimated values are
more accurate aB? gets closer to the value of one.

In Fig. 4.30 the measured and estimated power values for all three gfpesmponents
are presented over a wide range of operand sizes. The poluesvar adders were obtained
by dividing the measured power values by 3, as the desigrsioamy adders were composed
of three adder modules in order to improve the accuracy ofrtbasurements. It can be seen
that the estimated values and measured values are highbfated. The correlation factor was
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Figure 4.30: Measured and estimated power for various component sizes

found to be 0.99 for multipliers implemented in LUTs, 0.92 &lders and 0.95 for embedded
multipliers. We have also computed the coefficient of deteation and it was found to be 0.987
for multipliers implemented in LUTs, 0.955 for adders an880for embedded multipliers.

4.6. Conclusions

We have presented a high-level analytical approach to atihogic power consumption of
adders, multipliers implemented in LUTs, and embeddedipligts. The proposed methodol-
ogy is based on an analytical model for the switching agtvithe component and its structural
description. For this purpose, a word-level signal modsllieen used to model the input sig-
nals. The model includes a partition of the signal word agicay to the activity of its bits. The
activities of the input bits have been propagated througticuicomponent by using the proba-
bility method for switching activity computation. Additially, glitching effects were accounted
for as additional switching activity generated inside tbemmponent. The methodology has been

applied to different component structures such as: arragiphier, row adder tree multiplier,
modified booth multiplier and ripple-carry adder.

These logic models can estimate the power consumption fogiaan clock frequency, sig-
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nal statistics and operands’ word-lengths. They also atdou the different power behaviour
observed when considering zero-mean and non-zero meansigmals. The number of simu-
lations needed for model characterization is highly reduwmempared to other high level power
models. Power estimation is also faster. Power estimatgsrectimes in the order of millisec-
onds. It has been shown that the accuracy of the proposedisriedethin 10% of low-level
power estimates given by the tool XPower over a wide rangbedd parameters. The model
that accounts for the glitching activity clearly outperfarthe models that do not consider this
effect.

Additionally, a comparison between the logic power modelspnted here for LUT-based
components (HLLM) and two other high-level power estimatizodels; the Hamming distance
model and the word-level power macromodel, has been castiedWhen comparing HLLM
with the word-level table-based macromodel, it was shovat the HLLM is more accurate,
specially for the smaller-size input operands. FurtheendLLM is parameterized in terms of
word-lengths of both inputs and thus, is capable of prodyaaturate estimates for components
with operands of different sizes, whereas the table-bastbod assumes that the operands are
of the same length and only one component size is introdus@dvariable in the equation.

An extended comparison has been carried out with Hammingradie model, considering
both, average values of input data set statistics and dycleycle accuracy. The experiments
were performed on real-data applications and the resudts it the accuracy of the proposed
model is improved up to 60% when cycle-by-cycle signal st are taken into account. When
comparing the two models, HLLM achieves better accuracynwdomsidering highly-correlated
signals, while the Hd-model gives better results when thickimg activity of the input bits is
distributed in a random fashion over the bit positions. Weehaso presented a comparative
analysis between the two models for different model aspelish allowed us to identify their
limitations and advantages. As a result, the proposed nmaels significantly smaller number
of low-level simulations than the Hd-model for its charaizi&tion, and achieves better accuracy
when resource sharing is used. Still, when the operand Vemgth is adjusted to the input
word-length, the Hd-model is slightly more accurate for hafsthe applications, and it does
not require any changes in its model characterization ngettften using different component
structures.

A methodology for power estimation of embedded multiplialSPGAs has been presented
separately, as they are not implemented in standard FPGi#c fabhe high-level analytical
model used for power estimation of LUT-based componentbbas adapted to consider em-
bedded block implementation. The main change in the modslimteoduced due to the dif-
ferent multiplier structure, which is based on the ModifieabBh algorithm. The logic power
model for embedded blocks has been characterized and denitie on-board power measure-
ments, instead of using low-level estimation tools whidewofack the required accuracy.
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The experimental results have shown that the accuracy ofititel lies within [-20%, 20%],
with a global average of 7.9%, which has been demonstratbd teetter than the accuracy of
a low level commercial tool (global average of 9.7%). Thespreged model can give fast and
accurate estimates at high and RTL-levels in the design #ad,the only information needed
for the power estimate are the input signal statistics aretaym word-lengths. Consequently,
it is adequate for further integration with high-level powgtimization techniques.

4.6.1. Future work

The logic power model described here can be used only for ooemds with registered inputs
and outputs. However, as previously mentioned, glitcharglwze the source of a high percentage
of the total power. Thus, the next step would be to develop dahtinat would account for
the power of non-registered components, by including tlmagation of glitching between
and throughout the components and considering the glitahéise component inputs while
computing the component’s power.

Apart from the component types described in this work, camsnultipliers are also widely
used in DSP applications. Therefore, an adaptation of teegmted logic model to the constant
multiplier structure used in Xilinx IP cores is planned fature work.

The embedded model described here considers individuate@aeo blocks with operand
sizes up to 18 bits and registered inputs and outputs. Haweven multipliers larger than
18x18 are used, several embedded blocks are combined to petfermultiplication. There-
fore, an extension of the presented model to estimate thempofrarger operand size multi-
plications and to include the power of the connections betwbe registers and the embedded
block is also planned.
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Complete power estimation flow

In this chapter, we present the complete FPGA power estoim@ow performed at high level
of abstraction. The basic components of the estimation ftevitee two power models that were
presented in chapteBsand4. The model presented in chapgis used for power estimation of
the global routing employed for interconnections betwé&encomponents and depends on their
mutual distance and shape. The model presented in claigtesed for both, local interconnect
and logic, power estimation of the components and is baséuetsmalytical computation of the
switching activity produced inside the component. The cletepmodel is obtained when the
two models are applied together in order to estimate thedelinamic power. The model has
been verified by on-board power measurements and the reguaftsnstrate that it is capable of
giving fast and highly accurate estimates for DSP-oried&sgigns.

This chapter is organized as follows. First, a brief ovesmtd the previous work on power
estimation of total dynamic power of designs is given in igech.1 It is followed by a de-
scription of the complete power estimation flow togethehvah overview of the two power
models (interconnection and logic) in sect@ The experimental results are given in section
5.3 The error performance of both, the model presented hereXBagver, is given for some
test DSP circuits similar to large real-world applicatisagarding their size and the number of
arithmetic components. Additionally, an analysis of sigtatistics when they pass through a
chain of multipliers is presented, and the improvement efdbmplete model performance is
demonstrated when these effects are taken into accounallyriwe conclude this chapter in
section5.5.

123
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5.1. High-level FPGA estimation flow: background

In this section, we present high-level FPGA estimation mégtes that have been used so far
for estimating the total power consumption of a design.

In [CCFO03, they use Rent’s rule for wire length estimation, zercageinodel for switch-
ing activity computation and pre-characterization-basedro-modelling for average LUT and
register power. As in the work presented here, they assuateht load capacitance can be
considered to be constant. Thus, SPICE simulations wittiaiaaty generated input vectors are
employed in order to obtain average dynamic power per acoeskUT. The reported average
error of the whole presented estimator is 16.2%, and themmaxi error is 27.5% for five cho-
sen benchmarks. However, estimated values are compamd-ievel estimates obtained from
their tool that is presented i CHCO03 and based on the VPR design flow, while there is no
comparison with the real measured power values.

In [CIMPO03 a domain-specific macromodeling for kernel design is psaglb A domain
corresponds to a family of architectures and algorithmisthplements a given kernel. First, the
power dissipation of all component types is described aswepfunction of a set of parameters,
and then the power models are characterized by applyingvatidtble regression over a large
number of low-level power estimates. Interconnect powebtsined by substracting the power
of all modules connected through the candidate intercdsriemm the total power of a module
cluster measured at a low level in the design flow. This litiesgiven approach to be applied
only with power optimization techniques aimed at logic povesluction, since the interconnect
power is assumed to be the same for all the different ardhites and thus, the location of the
modules has to be fixed. The reported errors lie between 7%%#bdor the circuits which have
regular architecture and only differ in the memory depth/andumber of components. The
average error is not reported. The reported time for modmiagtterization is approximately 12
hours.

An approach that is also based on domain-specific macromgdehs been proposed in
[ESJO6EJHO6 AFJS07. The whole domain is modelled as an IP core. The logic power
parameters correspond to the number of basic operatorsoireatbe frequency of the core and
the activity rates of the basic operators. The interconpewster parameters include the number
of the connections between the basic operators, and theriage switching activity. However,
as the final model does not depend on the interconnect lebgtpnly on the interconnect
number, the location of the modules is limited to the one usdbe characterization set. The
maximum reported error is 31.8%, while the average erroBig%. The reported number of
measurements needed for model characterization is 25DXFIE07.

In [ANO4b] the authors present a pre-routing prediction of two img@atrjparameters for
power consumption estimation: switching activity (indluglglitches) and interconnect capac-
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itance. Both parameters are modelled by using the methggdtw power macro-model con-
struction that was described in chapdeiThey choose the variables for the model that have the
biggest influence on the design power and apply multivagiedgression in order to obtain the
coefficients standing by the variables. The average rep@n®rs for switching activity lie in
a range between 14% and 30%. The average error for interconapacitance prediction is
around 35% while taking into account inherent capacitarmisen However, the circuit has to
be fully placed in order to obtain estimates, thus, increatiie design time significantly.

The authors in DTO5] have classified their power estimation approach as a lagékl
method. However, the power estimates are obtained aftgyl#loe-and-route of a design, and
thus, the design time is extremely large.

5.1.1. Summary of the previous work on power estimation flow

In Table5.1we present the main features of high-level power estimdloaws proposed in the
literature, and the method presented here (HLM). All teghas are meant to be used during
high-level synthesis, where the partial RTL descriptiothefcircuit is known. The tool used for
model characterization and validation is listed in the selocolumn of the table. It is followed
by the maximum and average reported errors in the third amdbtirth columns, respectively.
The fifth column specifies the characterization effort whasinition was already presented in
the previous chapter, in sectighd. The last column marked as "Flexibility" determines the
method capability to estimate a wide variety of circuits.eThethods with low flexibility do
not consider interconnection length and contain power isddelarge domains (coarse-grain).
For example, inCJIJMPO3, for an FFT they include power models for Radix-4, twidlsefor
computation and RAM memories, so the architecture of eatcheasfe blocks needs to remain
fixed. The methods with medium flexibility do not consideentionnection length, but contain
a library with smaller components such as adders and mieltip(fine-grain). It is possible to
cover much more possibilities for different design ardttiiees by using smaller components.
The methods with high flexibility take into account intercection length and also contain
models for arithmetic components.

It can be seen that, the model presented here has the lowasictdrization time, while
achieving high flexibility. It has been characterized anlideged by on-board measurements,
just as the methodology presentedE8J06EJH0G6 AFJS01T, thus resulting in most confident
estimation values. The average error is in the same randesasrors of the other high-level
power methodologies.

5.2. Power estimation flow

A complete estimation flow is presented in Fagl. The design is first described at the algorithm
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Table 5.1: Summary of features of the high-level power estimation.

Institution Tool Max. Avg. Charact.| Flexibility
error [%] | error [%] | time
Univ.of UCLA VPR 27.5% 16.2% | HIGH HIGH
[CCFO03
Univ. of South. XPower 15% - HIGH LOW

California [CIMPO03
Univ. of Bretagne | Measurements 31.8% 13.7% HIGH | MEDIUM
[ESJO6EJIHO4
Tech. Univ. of Measurementy 27.41% | 13.5% LOW HIGH
Madrid: HLM

or RTL level. Based on this description, a DFG is constructieel number and the size of all
arithmetic components is extracted, and the floorplannirthedesign at component level is
performed. In this work we have used placement data instefidooplanning data. However,
the use of the model is not limited to the placement phaseefigsign flow, since the only
parameter that is extracted is the interconnection leragtti thus, it can be also easily obtained
from high-level floorplan estimates. The only drawback a thigh-level floorplan approach
is the accuracy of the wire length estimate, which dependtheraccuracy of the floorplan
estimate.

The data flow graph analysis provides three different ougonthe signal vectors at the
inputs of all embedded multipliers, the word-level signiatistics at the inputs of all LUT-
based components, and the bit-level switching activitiekhe connection lines between the
modules.

The power of adders and multipliers implemented in LUTs isypated by knowing their
operand sizes, and the input signal statistics for eacheobplerands. Therefore, the functions
g for adders and for multipliers in Fig.5.1are given as:

Napp

add opl opl _opl  op2 op2 _op2
9(Napp, SADD; f1a; pa,04) = g leogw Nz‘,Mz‘>MA 1PA; A A »PA; 04, ) (5.1)

NMULT

mul opl opl opl op2 _op2 op2
h(Nyur, Smur, par, pa, Onr) = E Pzz(;gw KuLz,,UM y Pt Oy s Mov > P » O g ) (5.2)

whereN ,pp and N, 1 are the total number of adders and multipliers implememedJTs,
respectively S pp and Sy are the sizes of the adders and multipliers expressed asarra
of operand word-lengthd/; and M; (corresponding to théth adder), ands; and L; (corre-
sponding to theé-th multiplier), andu, p, o are the input signal statistics for multipliers with a
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Figure 5.1: Power estimation flow

subscriptM and adders with a subscrigt The superscriptspl andop2 refer to the component
operands.

FunctionP,,,;. is described by equatich60in chapted, and represents the final model for
estimating the logic power consumption in the presenceitfighg and autocorrelation. It is
given as:

Plogic =b- (SW +k- G/) (53)

wherek andb are empirically derived constants which represent theageeglitching at the
output of one LUT in the LSBx-LSBy part of the component, ahd product of the three
power terms f, V2, (), respectivelySW is the total switching activity of the component, and
G' is the number of basic cells in the four different componetivay regions properly scaled
by the corresponding coefficients that reflect the activitgarh region.

The total power of LUT-based components is obtained by surgihie power estimates for
all adders and multipliers implemented in LUTSs:

Pruor = 9(Napp, Sapp, fta, pa,oa) + R(Nywr, Smur, o, par, 0ar) (5.4)

The total power of the embedded multipliers (functjoim Fig. 5.1) is computed by knowing
their operand sizes, and input data vectors. Therefordutimtion f in Fig.5.1is expressed as:

NemB

Penp = f(Nems, Sems, VEms) = Z P emb(Ni, M, ngla ngfz) (5.5)

i=1
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Ngap is the total number of embedded multipliers used in the aesig,, 5 is the array of
embedded block sizes expressed through operand wordieNgtand M; (corresponding to
the i-th embedded block), antg,, 5 is an array of data signal vectors at the inputs of the
embedded blocks.

The model for an individual embedded block power is desdrdme(see equatich62):
Py =a.-SW.+a,-SW, (5.6)

wherea, anda, are the coefficients representing the product of the threeepterms for the
elements inside the embedded block and registers, regplgcandS1V, and ST, are the total
switching activities generated inside the embedded blocka the outputs of the registers,
respectively.

The functione in Fig. 5.1represents total interconnect power and is expressed as:

Nint
Pyt = e(NINT> SWint, Li, di) = Z Pmnterc : SVVi,interc (5.7)
=1
whereN;yr is the number of connections between the modukes,... is the power estimate
of the average power of each netin thid connection, andW, ;... is the sum of the switching
activity over all bits in a signal word belonging to th#h connection. The connection between
the modules refers here to the communication link betweemihdules that is equivalent to the
connection between signal words, rather than to the coiumsobn pin-to-pin basis.

The average power per one interconnect is estimated by egprgssior8.3from chapter
3which is repeated here:

ks - L, d=d,,
Pintecon = ks - (d - dm) + ks L, d,, <d<d (58)
kl'(d—dl)+k2'(dl—dm)+k3'L, d > d,

whered, is the distance beyond which the router starts using longglis,, is the minimal
distance between the module pin centdrs;orresponds to the distance between the module
pins and their pin center is the distance between the modules (the length of the R®@), a
k1, ko, ks are the coefficients calibrated by multiple regressionyaiglover measured power
values for different distances between the modules.

The distance between the modules is obtained by applyingtédimear Steiner tree algo-
rithm to the centers of the module pins, by usi®epsteiner software tool after the placement
of the modules.

The parametef. models the limitations that occur due to the shape and siteeahodules
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and is computed as (see equatib):

n
L=5 L
k=1
Iigtlap O (5-9)
XL Ry
L. — i=1 = T
k= I +12k+Ok

wherel}”,, 13" are the Manhattan distances from the module pin center df'theodule to its
input pini and its output piry, respectively.,;, andl,, are the number of the’® module input
pins used for the connection, any is the number of its output pins used for the connection.
We have created a pre-characterized library of sevexalues corresponding to the arithmetic
blocks used in this work.

The total dynamic power consumption of the design is obthinyesumming the power con-
sumptions of all interconnects in the design and the poweswmptions of all design modules:

Piota = Prur + Peys + Pint (5.10)

5.3. Experimental results

We divide the experiments in two sets. In the first set, weuatalsome test DSP circuits that
consist of a small number of arithmetic modules. This isuidefestablish the errors that can be
expected when power estimation is applied in the fine-gratmozation process (i.e. sensitive
to changes in the position or the word-length of one comptnenthe second set, we evaluate
several different configurations of a large test DSP cirthat is similar to real-world applica-
tions in terms of the occupied area and the number of compen€he results are analyzed in
detail, and possible improvements of the model are idedtifieswitching from the word-level
to the bit-level signal statistics. Additionally, XPowestienates are compared to the on-board
measured values and the error distribution over differespurces (logic, interconnections, in-
put buffers) is presented.

5.3.1. Small test DSP circuits

We analyze the same three DSP circuits presented in chapteor each of them we obtain
two values: the total power estimate accordingttQ and the total measured dynamic power,
obtained by substracting the static power and the powereothlbck circuitry from the total
measured power. The relative errors obtained when the &stinare compared to the measured
values are given in the fifth column of TalBe€2 The first three columns indicate the benchmark
name and its size, expressed as the number of slices and éeabklbcks respectively. The
fourth column lists the autocorrelation coefficients of itgut data. The last column represents
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Table 5.2: Relative errors for the proposed model (HLM) and XPower (X8 different auto-

correlation coefficients.
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Benchmark| Slices| Emb. Mult. | Position p Er(HLM)[%] | Er(XP)[%]
0 10.63 345.17

1 0.9 5.42 346.10

0.99 8.50 352.28

0.9995 25.56 372.04

0 9.88 292.95

5 0.9 5.02 291.76

0.99 7.25 296.47

DSP1 200 0 0.9995 23.00 317.36
0 8.15 284.09

3 0.9 3.10 281.55

0.99 6.17 289.74

0.9995 21.60 310.05

0 13.94 334.05

4 0.9 8.53 333.68

0.99 10.09 336.14

0.9995 27.41 362.47

0 -1.23 162.13

DS P2 192 2 i 0.9 -0.11 147.87
0.99 5.91 138.69

0.9995 17.83 115.90

0 17.48 294.80

DSP3 212 2 i 0.9 6.62 295.89
0.99 9.59 302.30

0.9995 13.68 320.35

the relative error of XPower estimates for the design dyegmower when compared to the
measured power values. The XPower design dynamic powenadstiis obtained from the
XPower advanced report, by summing the power of the Interect) Logic and Input buffer

power groups.

It can be seen that the errors given by the power model areysliva@low 30%, with the
maximum errors obtained for the highest autocorrelaticffaoent. A detailed analysis of the
estimation errors, their nature and distribution amongdiffferent power components will be
given later. Additionally, in Fig5.2we present the estimated power values obtained from HLM
versus measured power values for both, DSP circuits anditha@il components presented in
the previous chapter. The solid line represents the case Wbt values are equal, and the
dotted line in the figure presenis 20% deviation from the linear fit. As already mentioned,
most of the estimated values are accurate to within 20% amnttesured value.

On the other hand, it can be seen from Tabl2 that XPower clearly overestimates the
design power. In order to understand better the error digidn among different power groups
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Figure 5.2: Estimated vs. measured power values for DSP circuits anddoel components

given by XPower, we present a power distribution pie charb@ih, measurements and XPower,
in Fig. 5.3 Beside the three power groups that form the power estimatelave also included
the Clock power group so as to analyze the total dynamic paaesumption of the design.
Fig. 5.3acorresponds to the power distribution of the benchmakP; when it is located in
the position 1 (i.e. near the 1/0O pins), while Flg3bcorresponds to the power distribution of
the same benchmark located in the position 2 (i.e. far fraa /B pins). It can be seen that the
percentage of each power group obtained from the measutgmwmnpared to the percentage of
the same power groups obtained from XPower do not match theredf the design positions.
Furthermore, XPower fails to account properly for the digant increase in the interconnection
power when placing the design further away from the pins.adtinleases, the logic power is a
dominant power component, as it is expected (due to high atadlogic in data-path oriented
designs).

Fig. 5.4 and Fig.5.5 represent the error distribution for HLM and XPower estiesabf
the design dynamic power after the clock power has beenrsghstl from the total dynamic
power, as this work does not consider power estimation obekahet. On the left-hand sides
of the figures, we give the errors of the total power estimadesn compared to the measured
dynamic power. In the middle column of the figure we give themrfor each of the presented
power models separately: logic and interconnect. We havéemhthe input buffer error, as
it is only symbolic for HLM and equal to zero. We use the effieecapacitance of the input
buffers obtained through the measurement experimentghviithen multiplied by the input
buffer switching activity, square of the power supply anegfrency, in order to obtain both,
the measured value and HLM estimate. Furthermore, the XPem@r for this power group is
found to be neglible (approximately 3.5%).
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a) Clock 13% Clock 2%
Input buffers < 1%
Connections 4%
Input buffers 4%
onnections 6%
Logic 77% Logic 93%
0 Clock 2%
b) Clock 12% Input buffers < 1%
Input buffers 4% Connections 7%
onnections 17%
Logic 67% Logic 91%

Measurements XPower

Figure 5.3: Power distribution according to the measurements and XPfawe) S P, design in
a) position 1, and b) position 2

It can be seen that the dynamic power in DSP circuits is domdhlay the logic power due
to the large number of arithmetic components, in particoiattipliers implemented in LUTs
which consume a great deal of power. The column on the rightiiside of both figures shows
piecharts with the power distribution among different poa@mponents (piecharts correspond
to DS P, in position 2; other DSP circuits and positions produce atmadentical piecharts).
As already mentioned, the logic power is the dominant powengonent, so the error perfor-
mance of the total power estimate is quite similar to thergvesformance of the logic power
estimate. Another observation from Fig4 is that the model presented here slightly under-
estimates interconnect power and overestimates logic pdie believe that the interconnect
underestimates occur due to the lack of a congestion pagamehe interconnect power model
as already commented in chap®IThe overestimates of the logic power occur due to the sig-
nal distribution at the outputs of the multipliers that di§ from the gaussian distribution. This
effect will be explained in detail in the next section.

On the other hand, in Figh.5it can be seen that XPower has large overestimates (over
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300%)) for all power components except for the input buffexr@o The dominance of the logic
power is even more stressed out for XPower estimates, asstitates over 90% of the total
power in these designs according to the XPower reports (gpdBaand Fig.5.3b). It can

be also seen that XPower tends to overestimate intercopoear less when the interconnect
length is longer. For example, when considering ih&P; test design in positions 2 and 3
(modules far from I/O pins), the errors drop drasticallynfr@00%, obtained in position 1, to
below 50%. It seems that XPower tends to overestimate the sbonections more than the
long ones. This may be the reason for large logic power otierates, as they are formed by
summing the power consumed in logic and the power of the loaahections. Additionally,

it can be noted that the presence of embedded multiplierdsarDiS P, test design seems to
decrease the total error in Fig.5. This is to be expected as XPower errors for embedded logic
are much smaller than errors for arithmetic componentsemphted in LUTs (see chapter
4, section4.5). Although theDSP; design also contains embedded multipliers, the largest

contribution to its power comes from 20 12 multiplier implemented in LUTs, and thus, the
decrease in the total estimation error is not so obvious.

When both models are compared, it can be noted that the éstirmiam HLM are order of
magnitude more accurate than XPower estimates. The HLMsligoin the range [0%, 30%],
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while the XPower errors go over 350%. As explained in chafytéris could be due to the size
of the designs used in these experiments, as they occupyL@nbf the FPGA chip. As XPower
expects designs that occupy a much higher percentage dhifheanid it has to compensate for

the assumption that the static power does not vary with thieitgcof the design, it tends to
overestimate all the other dynamic power components.

5.3.2. Word-level statistics: Large DSP designs

In this section, the accuracy of the HLM estimates is expldoe three different configurations
of a DSP test desigrb” ST E M) that consists of severdlS P, and DS P; designs connected
in a chain-like fashion as shown in Fig.6.

The DSP test design consists of four modules of 3P, and five modules of typ® S Ps.
The outputs of both modules are 32-bits wide. SinceP, has four 8-bit inputs and S P; has
two 12-bit and one 8-bit inputs, the outputs of the modulespartitioned in the corresponding
number of inputs of the next connecting module. For exangolesider the connection between
the first module (typeD.SP) to the second module (typRSFs). In this case, the output of
the first module will be partitioned into two 12-bit and ondi8word in order to enable the
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Table 5.3: The number and size of arithmetic operatordif P, and DS P; designs

Benchmark| Operator] Size | Number

Mult 8x8 3

DSP, 16 x 16 1
Add 8x8 2

16 x 16 1

12x 8 1

Mult 12x 12 1

DSP; 20x 12 1
Add 12x 8 2

32x 24 1

connection to the module of typges Ps.
The number of operators, their type and size for both desigmpresented in Tab&e3,

Three different configurations of th&y” ST E M design are obtained by varying the number
of multipliers implemented in LUTs and embedded multigieFhe characteristics of all three
configurations are presented in Tabléd.

The first configuration uses multipliers implemented in LUdisthe largest multiplications
in the design (i.e. 16 16 and 20x 12). For the rest of the multiplications, embedded blocks
are used. The number of multipliers implemented in LUTg1stked by the measurement setup.
In particular, this limit is determined by the value of theximaum power that can be measured
for the minimum frequency generated on the Altera board (HzMand the minimum resis-
tance value used for the measurements (1 ohm). The secofiguration uses both types of
multipliers for various different size multiplications (88, 16 x 16, 12x 8, 12 x 12 for the
embedded multipliers, and:>8 8, 20 x 12 for the multipliers implemented in LUTS). The third
configuration was supposed to use all embedded multipleerntiltiplications. However, as
DS P; design has one 2R 12 multiplication, it can not fit into only one embedded mligr.
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Table 5.4. The number of different arithmetic module types in the thoeafigurations of
SYSTEM

Benchmark | Operator-Impl.| Number

MultLUT 9

SYSTEMLUT MUltE]WB 22
Adder 22

MUltLUT 13

SYSTEMM[X MUZtE]WB 18
Adder 22

MUltLUT 5

SYSTEMEMB MultEMB 26
Adder 22

Table 5.5: Relative errors for the proposed model (HLM) and XPower (X8 different auto-
correlation coefficients.

Configur. Slices| Emb. Mult. p Er(HLM)[%] | Er(XP)[%]
0 39.78 328.94
SYSTEM,yr | 1972 22 0.9 38.50 323.67
0.99 42.93 331.93
0.9995 47.67 337.45
0 34.31 246.23
SYSTEMy;x | 1692 18 0.9 35.84 247.44
0.99 37.88 249.45
0.9995 45.01 258.60
0 35.97 227.21
0.99 31.17 231.42
0.9995 31.21 235.25

Hence, since the embedded power model developed here ssippdr up to 18 bit operands
for now, we have implemented this multiplication into LU&d®d multipliers in all three con-
figurations.

The errors obtained by comparing HLM estimates and XPow@nates to the real mea-
sured values are given in Tald#es. The computation time for XPower estimates was approxi-
mately one hour and a half for Modelsim simulation and getrmraf the XPower report, while
the HLM estimates were obtained in a few minutes.

When generating XPower reports, and using the simulataiutsn of 1 ps and 10000
input vectors in the input signal set, the .vcd file creatembeding to this resolution was 5 GB
large, and the XPower tool was not able to parse it corredtherefore, we have parted the
input signal set in two halves, and performed XPower ansligi each of them. At the end,
we computed the average power value from these two simofatioorder to obtain XPower



5.4. BIT-LEVEL STATISTICS: LARGE DSP DESIGNS 137

Table 5.6: Relative HLM errors for the internal modules 8Y ST E M, x
Module 1 2 3 4 5 6 7 8 9
Error [%] | 11.58 | 29.53 | 23.84 | 16.41 | 37.17 | 24.22| 57.13 | 51.68 | 44.70

estimate. According to the results shown in Tablg it can be concluded that XPower has
not increased its accuracy although the test designs arexapyately 10 times larger than the
test designs used in the previous chapter. It should be nb#&tddue to the limitations of the
measured maximum voltage value on the resistance and im rd&oid the increase in the
static power, we have applied to the design the smallestuémcy value that can be generated
on the Altera board. Thus, the measured power value forangeIDSP design is similar to the
power values obtained for the small designs, and the acgofabe XPower stays the same as
expected since there are no variations in static powertlkahicompensate for.

It can be also seen in Tabke5that HLM overestimates in all cases. In order to explore the
exact source of errors, we have measured the power of eable 6f$ P, and DS P; modules
separately by applying the corresponding input vectorsftbe connection points between
these modules inside theY ST EM design. For example, onl.S P, module was imple-
mented into FPGA, and four power values of thé P, power were measured. The first power
value was obtained when global design inputs (i.e. inputhe®Y ST EM) were loaded to
the DSP, inputs. This power value corresponds to the power consureteomodule 1 in
Fig. 5.6. The other three power values were obtained when the ougpulee modules 3, 5
and 8 inSY STEM design were loaded to theS P, inputs. These power values correspond
to the power consumed by the modules 4, 6 and 9 in 5. Similarly, five power values of
the DS P; design power were measured when the outputs of the modubke<t16 and 7 were
loaded to its inputs. We have focused on the logic power eséig) since it determines the total
error behaviour.

In Table5.6 we give separate logic power errors for the nine moduleSYobT E M x
design for an autocorrelation coefficient of 0. These ewaeee found to be almost the same
for other autocorrelation coefficient values and so theyrarterepeated here. It is observed
that the error seems to decrease for the modules whose iautonnected to the output of
the type DS P;, while it increases when the inputs are connected to theubuatpthe type
DS P,. In general, it seems to increase with the number of condeuntalules. We believe that
the statistics at the outputs of the multipliers are the nsaumse for these effects and they are
analyzed in the next section.
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5.4. Bit-level statistics: Large DSP designs

In [KBNOZ2], the authors have noted that the distribution of the prodequence of two gaussian
inputs is symmetrical around the mean value, but it is notusgian distribution. The LSB bit
of the product exhibits less activity than that of the whitése, because only the product of two
odd numbers is odd. It was found that, not only is the LSB bithef product affected by the
multiplication, but there is a region of LSB bits exhibitilayver switching activity. This region
tends to be bigger as the number of chained multiplicatioos's,

In Fig. 5.7 we have plotted the bit transition activity versus bit piasitin the 48-bit signal
word that represents the output of the last multiplier in ¢hain of three successive multi-
plications. The inputs to the first multiplier had gaussiastributions with autocorrelation
coefficient of 0.9995. It can be seen that a new activity negian be defined in the signal
word obtained by Dual-bit type methodology. The LSB reg®naw divided into two different
regions: the lowest bits that exhibit switching activityaltar than 0.5 due to the nature of the
multiplication process/{SB1 in Fig. 5.7), and the rest of the LSB bits that have 0.5 switching
activity as before {.5 B2 in the figure).

The DS P, output comes from a multiplier, while the output of the'P; comes from an
adder. Thus, the signal statistics at the outpubofP; are closer to the gaussian distribution
than those at the output @15 P,. Since the estimation model presented here does not take int
account this effect, it represents the output signabs6fP; more faithfully that the output of
DSP,. This is the reason for the error behaviour presented ineE&blfor each module power
separately.

In order to solve this, we have modified the logic power modekpnted in chaptet in
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order to account for bit-level statistics instead of woeddl statistics. Consequently, the input
parameters to the model are no longer ando. Instead, they consists of two bit vectors: one
containing the switching activity of each bit, and the otbentaining the probability of each
bit being '0’ or '1’ (these probabilities are necessary sitisey also change as a consequence
of the multiplication process). Both bit vectors are obgaifirom DFG simulations. The total
switching activity generated inside the component is thmwsmuted by using real values of
signal probabilities and switching activities of the infuits, rather than using the analytical
approach.

The glitching model was also modified in order to account lier bit-level statistics. The
scaling factori = 1 — p is replaced by the expressien; /(1 — prob;) for each bit, wherew;
is the switching activity of the&-th bit, while prob; is its probability of being '1’. Although
glitching is proportional to the switching activity of thieguts, the probability of the bit being
']’ has an impact on the amount of glitching. As this probipiincreases, the propagation
of glitching is more probable. This effect was not importaefore, as all the bits had a 0.5
probability of being '1’. Now we have included the divisbr— prob; into the expression for
the glitching to reflect the dependence of glitching propiageon the logic value of the bit. It
is important to note that according to equata6from chapted, the scaling factot — p is
indeed equivalent to the expressian/(1 — prob) when the signal probabilityrob is equal to
0.5.

The expression for the glitching in adders becomes:

N : '

Swy (1) swy (i)
B ' ‘ A1
Gladd = Faaa ; 1 —proby(i) 1 — prob,(i) .

wherek,q, is the average glitching per LUT in the addé¥,is the word-length of the longer
operand, and subscriptsandy correspond to the two component inputs.

The new expression for the glitching in multipliers implemted in LUTs (row adder tree
multipliers) is:

Mlog, M1 Tog, i1

N .
SWay (1, 7) swy (1, k)
RS v > S e

1 — probu,(i,7)

wherek,,,; is the average switching per LUT in the multipliéf,and M are the word-lengths of
the operands andy respectively, andw,, andprob,, are the arrays of switching activities and
signal probabilities of the other operand in thth optimization level, respectively. For the sake
of simplicity, the expression for the glitching is providied the case where the word-length of
the operand is a power of two.

The expressions that are used for obtaining the arsays are given in5.13 The signal
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Table 5.7: Computational times in seconds for bit- and word-level pomedels.
Config. Bit-level | Word-level
SYSTEMpyr | 69.22s 67.47s
SYSTEMyx | 62.10s 61.83 s
SYSTEMgyp | 79.53s 76.65s

probability array is obtained in the same way.

. (swav(i -1, 2] - 1) + Swav(i - 172]))
- (swy (25 — 1) + swy(25))

SWay (i, 7) =

st (1. 7) = (5.13)

o= NI

There are no changes in the embedded power model, sincattierg) generated inside the
embedded multiplier was assumed to be neglible, and the pgrameters to the model were
already bit-level signal statistics.

The new models were applied to the three configurations ofthe87 £ M design and the
errors are listed in TablB.8 It can be seen that now the errors are between 1.5 and 2 times
smaller than those obtained from word-level estimates enpitevious section. Consequently,
the signal distribution at the outputs of the multipliergideed the primary source of the HLM
power estimation error.

In Table5.7 we present the computation times measured in seconds for Wwotd- and
bit-, level models. It can be seen that the configuration withlargest number of embedded
multipliers has the longest computation time, since theaddbd power model depends on the
input signal values, whereas the power models for otheclogmponents need only word/bit
level input signal statistics in order to produce an estemat

Next, in Fig.5.8we present the estimated and measured values for all thrégamtions
of the SY ST EM design and four different autocorrelation coefficientsligpoito each config-
uration. It can be seen that the values are correlated, hatlearrelation coefficient of 0.99 for
the bit-level models, and 0.97 for the word-level models.

Additionally, we show the errors for the nine modules of 8¥ST EM,;;x separately in
Table5.9. We have also included the errors obtained from HLM based anml:evel statistics
for easy comparison. It can be seen that the errors haveasectesignificantly for all cases
except the first one. The reason is given as follows.

The signal statistics at the inputs of all the modules, exttepfirst one, are influenced by
the chain of multiplications as already explained. As a egngence, the real values of the bit-
level switching activities at the inputs of the componentsde these modules are much lower
than the bit level switching activities obtained accordioghe ARMA signal model. This ex-
plains the smaller bit-level power model errors in Tabl@ On the other hand, the inputs to the
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Table 5.8: HLM errors for the threesY ST EM configurations when bit-level statistics are used

Benchmark P Error [%0]

0 18.39

0.9 18.59

SYSTEMpyr 0.99 19.18
0.9995| 21.40

0 16.14

0.9 14.30

SYSTEMx 0.99 16.52
0.9995| 17.36

0 20.38

0.9 18.02

SYSTEMgms 0.99 20.18
0.9995| 20.34

first module have gaussian distibutions and they are natteffieby the multiplication process.

Additionally, it is important to note that HLM is characteed by considering word-level statis-
tics (i.e. gaussian signals in the characterization separeessed by ARMA signal model in

order to obtain estimated bit-level switching activitidsigh are further used for total switching
activity computation). It was also observed that the ARM&nsil model underestimates the
total switching activity of the signal word (see chaptesubsectiod.5.1). This means that the

HLM calibration was performed for switching activity vakiemaller than the real ones. Con-
sequently, when real bit-level statistics are applied ®fttst module, overestimation errors
increase.
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Table 5.9: Relative HLM errors when applied to each component modul®YnST E My rx
separately for both bit-level and word-level statistics
Module 1 2 3 4 5 6 7 8 9
Type DSP, | DSP; | DSPy | DSP, | DSP; | DSPy, | DSP; | DSP; | DSP,
ErrorW[%] | 11.58 | 29.53 | 23.84 | 16.41| 37.17 | 24.22 | 57.13 | 51.68 | 44.70
ErrorB[%] | 14.65| 19.18 | 16.65| 15.83 | 18.29 | 15.16 | 20.99 | 19.47 | 18.90

Table 5.10: HLM errors for the firstDS P, design when using bit-level instead of word-level
statistics

P 0 0.9 | 0.99 | 0.9995
Error word [%] | 11.58| 7.60 | 11.54| 30.99
Error bit [%] | 14.65| 12.76| 16.00| 24.17

This effect was also observed for almost all other valuesubdcorrelation as presented
in the Table5.10 The error for an autocorrelation coefficient of 0.9995 is timly error that
decreases when bit-level statistics are applied. In tige @as important to note that thesS P,
module also contains several internal multiplicationserBifiore, it seems that the benefits of
using bit-level statistics at the outputs of the internaltipliers have outweighed the calibration
error. Indeed, the underestimate errors of the ARMA modelkmiow 2% for this highest
autocorrelation coefficient, while they are between 5 anth X6r the other autocorrelation
values (see Fig4.18, so the impact of using real, instead of estimated, biéllesalues is
neglible in this case.

As a result, we use bit-level instead of word-level statssfior the designs with a large
number of multiplications. The average error of HLM is 13.8#en the results for both, small
and large, DSP designs (tab2 and5.8) are taken into account. The maximum error detected
is 27.41%.

5.5. Conclusions

In this chapter, a complete estimation flow for DSP circués been presented. The analysis
of the power distribution among different power componevas given for the measurements,
XPower estimates and HLM estimates. Since DSP designs tagdth oriented, it was con-
firmed that the logic power is the dominant power componetii@se designs.

It was also observed that the accuracy of XPower is quite Vaith relative errors going
up to 350%. The logic power is overestimated possibly duééocoterestimation of the short
connections, as errors decrease for designs containiggl@onnections.

The complete model presented here is highly accurate, Wéhaverage error of 13.5%,
and the maximum 27.41%. Underestimates of the intercorpeeger occur due to the lack
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of a congestion parameter in the interconnect power modellewhe overestimates of the
logic power occur due to the signal statistics at the outpbithe multipliers that no longer
correspond to the gaussian distribution. It has been detnaded that by taking into account
bit-level statistics instead of word-level ones, the ewas reduced as much as two times.

High accuracy and small computation time for both, modelatterization and circuit es-
timation, suggest that the model could be succesfully usddgh-level power optimization
techniques, where accurate estimates are needed in thestpmssible time.

5.5.1. Future work

Future work is oriented towards including a congestion ip&tar into the interconnect power
model, since this parameter can play an important role iaytsdarge industrial designs.

Another important task is modelling word-level statistatsthe outputs of multipliers by
using the so-called "triple-bit type model" presentedBNO2]. They present a methodology
for dividing a signal word into activity regions accordir@its signal statistics and the number
of multipliers the input signals passed through. The resulesented in this chapter indicate
that the accuracy of the model could be improved by intraalyithis methodology. Another
future task is oriented towards introducing glitching ithe power model and thus, extending
the power estimation methodology to non-registered agticitomponents.

The current power model for embedded multipliers uses dalizes of the input vectors
instead of their signal statistics. These vectors can lremdly long, so they should be replaced
by word-level statistics in order to accelerate the whotaregtion process. Additionally, the
embedded power model should be modified in order to accept signal word-lengths wider
than 18 bits.






CHAPTER G

Conclusions

In chapterl we listed the objectives set for this thesis. They were meatackle three types
of problems in the area of power estimation, completelyedéht in nature: model calibration
and verification, where knowledge about actual design pasveeeded, high-level estimation
of interconnect power, where the lengths and the wire tygesd tor routing play an important
role, and high-level logic power estimation, where appiaiprsignal model and switching ac-
tivity computation methodologies are crucial in order thiage fast and accurate logic power
estimates.

It was confirmed that the main bottlenecks when developitignaton models are their
calibration and verification due to the low accuracy of the-level commercial tool for power
estimation. Hence, the most precise models are achievegibyg teal on-board power mea-
surements.

A brief overview of the measurement system developed inwloisk for the purposes of
power estimation is given in sectidhl Next, in sectior6.2, we point out the main contribu-
tions achieved in the area of the interconnect power estmaand the importance of having
such methodology adapted to FPGA devices, where prograftersatich matrices have a sig-
nificant influence on the amount of the total power consumptio section6.3, we talk about
the main results achieved in the area of logic power estonatiarting from the adaptation of
the word-level signal model to the purposes of high-levetg@oestimation. Afterwards, we
go through the development of the power models for prograoteniagic. Since the use of
embedded multipliers has become a norm in DSP circuits, lmadésigners are facing many
difficulties in modelling embedded power, the contributafrthe work presented here regard-
ing embedded power estimation is stressed out separatelgllyi-in section6.4 we give the
most important conclusions about the complete power esiméow when all power models

145
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are applied together in order to estimate the total dynamieep of a DSP circuit.

6.1. Measurement system: conclusions

FPGAs, as well as ASICs, are available only in a closed forrinéousers. This means that
their electrical structure is encapsulated and hidden filsenoutside world. The only way to
separate the power of different elements inside the chim, khow their capacitances. There
are two different ways for obtaining these values: from tive-level tools provided by the chip
vendors, or through a methodology based on on-board powasunements.

We have chosen the latter option, since the accuracy of therddow-level tool XPower is
proven to be very low for small designs implemented in FPGQAghe following, we highlight
the most important features of the measurement system:

e The measurement system consists of two FPGA boards, onesfasuring design power
and the other for charging the input vectors to the first one.

e The essential part of the calibration and verification methogy is MARWEL, a tool
developed in C++, capable of extracting the exact numbetyp®lof the wires used for
design interconnections from design files.

e The effective wire capacitances are obtained through nniegspower of simple designs
containing logic modules in different positions on the ¢laipd applying the multivariable
regression on their power differences.

e Once the effective wire capacitances are known, and the auofleach wire type used
for design connections is reported by MARWEL, the intercactrpower is obtained by
summing the power over all different wire types.

e The total logic power is easily obtained by substractingititerconnect power and the
power of the clock circuitry together with the static powwh{ch are measured separately
by applying all '0O’s to the inputs) from the total design paowe

e Separated values of logic and interconnect power are usedlitvate each of the high-
level power estimation models presented in chaBensd4.

e They are also used for model verification and thus, providesight to the error distri-
bution among different power components, which is presemehapters.

e The measurement system provides precise measured powesyvdh order to ensure
correct measured values, many measurements were repeateal imes. The maximum
relative error between repeated measurements was fourel 38ob thus confirming the
validity of the obtained values for the purposes of powenesion.
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6.2. Interconnect power estimation: conclusions

Complex DSP systems implemented in FPGAS consist of ariicro@mponents which are con-
nected by data-path buses. Early prediction of intercarpmaeer is neccesary, since the FPGA
programmable switches consume a significant amount of pametheir number and position
need to be optimized. However, the methods found in thealitiee target power estimation of
both, control-oriented and data-oriented, designs. lemota estimate the power of data buses
more accurately, a more centralized model is needed.

A high-level approach to estimate power consumption of gllafterconnections in FPGA
DSP designs has been presented in ch&pt&he approach exploits almost linear dependence
of the interconnect power on the wire length, which seemstmiodue to the router objective
to minimize wire delay. The main model characteristics caistimmarized as follows:

e A detailed analysis of the connections between all comlainatof two different module
types (i.e. an adder and a multiplier), has proven that tterdonnect power depends
mostly on the modules’ distance and the positions of thegirthe modules’ boundaries.
The pin position reflects the influence of the modules’ shapeshort connections.

e The Rectilinear Steiner Tree algorithm is used to computeléhgths of the nets that
correspond to the distances between the modules.

e The position of the pins on the component boundaries is ateduor through a simple
summation of interconnect lengths inside the component.

e Three different routing zones are identified in data-patéroonnections, depending on
the distance between the modules. A different combinatfonmie types are used for
routing the interconnections inside each zone.

e Only three unknown different coefficients are needed fordakbration of the power
estimation model and they are obtained from the measure@mpoovresponding to the
analyzed point-to-point connections. Once obtained,gbif coefficients remains un-
changed and can be applied to any other connection betweendtiules.

¢ A different set of coefficients is obtained for the connetsidbetween modules and 1/0
pins. It seems that the timing constraints are tighter whercbnnections that come from
or go to the outside of a chip are routed. Consequently, tt@siicients are smaller than
the ones used for module interconnection.

e The results show that the accuracy of the model, lies in masts; within 20% of the
power measurements while taking into account the inherersenin the nets’ capaci-
tances. The model performance has been explored over aavige of input parameters,
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signal components and module positions on the chip. Theacgof the model has also
been verified through on-board measurements of some testiBSgns.

e Asthe model uses only the relative positions of the moduldsimes not require any other
placement information, it can be easily integrated into @oaptimization techniques that
perform high-level synthesis combined with floorplannitg these cases, the accuracy
of the model will depend on the accuracy of the floorplan esttm

e The main advantages of the presented model over other amieection power models
found in the literature are:
- a low number of input parameters which are all availabl®tethe placement stage,
- high accuracy similar to the accuracy achieved by usingtst-placement models,
- fast estimates obtained in the order of microseconds.

6.3. Logic power estimation: conclusions

In data-path oriented designs, power consumption of agtlarcomponents dominates the
power of the other design elements. We have presented aldughanalytical approach to

estimate the logic power consumption of adders, multipligplemented in LUTs, and embed-
ded multipliers in chaptet. The main conclusions can be expressed as follows:

e A word-level signal model has been used for modelling thesirgignals. It includes a
partition of the signal word according to the activity of liiss.

e Probability method has been developed for switching agtimdmputation. The proba-
bility method computes the switching activity and probeépiat the outputs of the basic
elements in the arithmetic components, which are later seanim order to obtain the
total component switching activity.

e Glitching has been included into the model. Glitching effesire accounted for as addi-
tional switching activity generated inside the component.

e The methodology has been applied to different componeamttstres such as: array mul-
tiplier, row adder tree multiplier, modified booth multi@tiand ripple-carry adder. For
each component structure, the final expression for the setathing activity varied ac-
cording to the organization of basic elements inside thepmmant.

e Logic power models resulting from the previous methodol@diyl. M) are parameterized
in terms of the clock frequency, the signal statistics, d&wediperands’ word-lengths. They
also account for the different power behaviour observedwvdoasidering zero-mean and
non-zero mean input signals.
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e One of the model’'s main advantages over other estimatiohadetogies are small com-
putation times (order of milliseconds) and calibrationégsi{less than 10 low-level mea-
surements).

e A comparison was performed with XPower and two other metpodposed in the liter-
ature: the word-level table-based method and the Hammstgriie model:
- HLLM is more accurate than the table-based method spgdmiithe smaller-size in-
put operands. Since it is parameterized in terms of the Wwargths of both inputs, it is
capable of producing accurate estimates for componentsopgrands of different sizes,
whereas in the table-based method only one component sizeadduced as a variable in
the equation.
- HLLM achieves better accuracy than the Hd-model when ctamnsig highly-correlated
signals, while the Hd-model gives better results when thiechwng activity of the input
bits is distributed in a random fashion over the bit posgioRurthermore, the proposed
model needs significantly smaller number of low-level siatioins for its characterization
than the Hd-model, and achieves better accuracy when @ssbaring is used. Still,
when the operand word-length is adjusted to the input wengsth, for most of the appli-
cations the Hd-model is slightly more accurate than the Hi_lakld it does not require
any changes in its characterization method for differentgonent structures.
- HLLM is more accurate than XPower estimates when compard¢de measured val-
ues. The relative error of HLLM lies between -25% and 20% wiit average error
below 10%, while XPower overestimates the power of the ipligtis implemented in
LUTs with the relative error going up to 450%, and undereatesn the adder power with
the relative error going up to 70%.

e Embedded block power estimation. A model used for powemedion of LUT-based
components has been adapted to consider the embeddedrbjaekientation. The logic
power model for embedded blocks has been characterized exifeed with on-board
power measurements, since it was proven that the low-leeéhias a shortcoming when
estimating the power of these blocks. The experimentaltsekave shown that the ac-
curacy of the model lies within [-20%, 20%)], with a global esge of 7.9%, which has
been demonstrated to be better than the accuracy of a loldewenercial tool (global
average of 9.7%).

e The presented high-level logic power estimation model asuzcessfully used in high-
level algorithms that are aimed at power optimization, as dhly input information
needed for the power estimate are the input signal statitid the operand word-lengths.
Additional features are:

- Much shorter computation time and higher accuracy clegistg HLLM an advantage
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over XPower tool, even though the low-level tool has dethdesign and data informa-
tion at the gate level.

- The model’s fast and easy calibration through on-boardsonreanents puts it far ahead
of most of the other estimation methods proposed in thealitee.

6.4. Complete estimation flow: conclusions

In chaptel5, a complete estimation flow for DSP circuits has been preserithe power models
for interconnections and logic were combined in order tinese total dynamic power of a
design. The resulting high-level power estimation tool fLcan be used during high-level
synthesis in order to select design changes which optinda&pconsumption.

Additionally, the analysis of the power distribution amahg different power components
was given for the measurements, XPower estimates and HLiMasts. It was observed that
the accuracy of the XPower is quite low, with the relativeoesran order of magnitude larger
than HLM errors which lie below 30%.

The main characteristics that put HLM above the other exgstistimation models are listed
as follows:

e High accuracy confirmed by on-board measurements: 13.5%a@@error, up to 27.41%
relative error, with expected improvement to below 20% bytaving to bit-level statis-
tics.

e Short computation time for model characterization: less1th0 measurements needed
for model calibration.

e Short execution time: order of milliseconds for individaamponents, seconds for industrial-

like designs.

e Small number of parameters needed for power estimationt signal statistics, operand’s
word-lengths, pin ordering at the component boundaries$ dsstance between the mod-
ules.

e Easy integration with high-level power optimization temjues.

6.5. Future work

The work presented here considers only modules with regidtanputs and outputs, as in
pipelined designs. However, in non-pipelined designs atime@unt of glitching can represent
a high percentage of the total power. Our future work is aedrioward extending the models
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to include glitching effects. When considering intercoetseglitching will be reflected directly
in the switching activity value of the connections. When sidaring logic power estimation,
the next step will be to develop a model that will account foe power of the non-registered
components, by including the propagation of glitching kestwand throughout the components
and considering the glitches in the component inputs whuleuting the component’s power.

The results obtained in chapt8ralso suggest the importance of the routing congestion
for the interconnect power estimation, since the minimuemstr tree underestimates the wire
length in the connections between more than two modules. Fdriameter turns out to be even
more important in today’s large industrial designs wheis likely for a component to have a
large fanout, and thus, it should be included in the intemeah power model.

One of the goals regarding interconnect power estimatida develop an efficient floor-
planning algorithm that will enable successful integnatid the interconnection power model
into high-level power optimization techniques, togethéhwhe estimation models for logic
power that are already applicable to high-level power esion.

When considering logic power estimation, another impdrtask is modelling the word-
level statistics at the outputs of the multipliers by usihg so-called "triple-bit type model"
presented inKBNO02]. The results indicate that the accuracy of the model coalsignificantly
improved by introducing this methodology.

The current power model for embedded multipliers uses wtiata input vectors as the in-
put. These vectors can be extremely long, so they shoulddtecesd by word-level statistics in
order to accelerate the whole estimation process. Addiligrthe model described here con-
siders individual embedded blocks with operand size up tbitts8 However, when multipliers
are larger than 1818, several embedded blocks must be combined to perform titgphca-
tion. Future work includes the extension of the presentedehto estimate the power of larger
operand size multiplications and to include the power ofciienections between the registers
and the embedded block.

Apart from the component types described in this work, a t@orisnultiplier is often used
for the implementation of FIR filters which are widely usedD8P applications. Therefore,
future work also includes an adaptation of the presenteid lngdel to the constant multiplier
structure which is used in Xilinx IP cores.
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Appendix A

A.l. Resistance value for the measurement system

The measurement system contains two boards: a Xilinx XUPdoaad an Altera DSP devel-
opment board (see Fi). Measurements of the core power on the XUP board are achimve
measuring the voltage over a resistance that is placed antn@nce of the core power supply
of the chip. The resistance value is chosen so as to ensucertteet functionality of the power
supply regulator on the XUP board as it is explained next.

The 1.5V power supply for the core voltage, is created by aclsonous buck-switching
regulator from the 4.5V-5.5V external power inpMilpD5]. The regulator employs a feedback
loop in order to maintain a fixed value of the output voltagke Teedback controlling input to
the regulator is taken directly from the core power suppty g the XC2VP30 device and is
marked as point B in Fig2a This connection is integrated on the XUP board and is marked
with a thicker line in Fig.2a Therefore, the voltage at the input of the chif, is maintained
at 1.5V meaning that the functionality of the chip itself isaganteed.

A simplified block diagram of the PWM buck-switching regualats given in Fig.2b. As
feedback is obtained through point B in FRp, the voltage value at the output of the regulator
(marked as A in both figures) will have the value:

Va = Vp+ Rxi 1)

The regulator is buck-switching, so it is important to avibid saturation of the internal coll
of the regulator. The saturation will occur when the avenagjtage value at the output of the
buck converter surpasses the value of the average voltate ather coil endED01] (marked
as D). The average voltage value at point D equals to:
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Figure 1: Measurement system

whered is the duty cycle of the buck converter. Consequently, tieraton of the coil will not
occur as long as voltagé, is smaller or equal to the maximum voltagg. From equation&
and2, we obtain the condition that has to be fullfilled:

VB+R*|§dmax‘/zn (3)

Since the valud,,,... is not provided in the regulator’s data sheet, we have obthitrexper-
imentally and it equals to 0.5. Therefore, we obtained thataverage voltage over resistance
Vp —V,4 should not surpass the value of 1V. We have measured powsg\feral different resis-
tance values, starting from 1 ohm, in order to find the largastthat would fulfill the condition
of the maximum voltage value. The circuits used in our mesaments contained only one to
four multiplier or adder components with operand sizes lnt#ian 17 bits, connected directly
to the 1/0O pins. Thus, their power consumption was alwaydlssnaugh to allow a resistance
value of 10 ohms.
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Figure 2: a) Measurement setup b) Buck-switching PWM regulator

A.2. MARWEL

MARWEL is a software tool developed in C++, which is used fgtraction of the routing

information on the design implemented in Xilinx chips. Ikéa an input file in .xdl format.
This file is a text version of the placed-and-routed desighiarcreated by Xilinx tool XDL.

First, we will give an overview of the .xdl file structure, dsst information is essential for
MARWEL. Then, the structure of MARWEL will be described.

A.2.1. XDL file structure

The .xdl file is obtained through the following command of Kiknx ISE framework:
-ncd2xdISourceFile.ncd OutputFile.xdl (4)

An inverse command is also availabl&dl2ncd for converting the .xdl text file to a .ncd graphic
representation of the placed-and-routed design.

The .xdl file consists of two parts. In the first part, there isstof all design instances
together with their configuration and location on the FPGArdo Design instances belong to
one of the following groups: logic blocks, I/O pins, DCMs,damultiplexers. Each instance
description begins with a word "inst" (see FR). It is followed by the instance name which is
later used for describing all the nets where this instansesbae of its pins connected. Next
to the name there is information on the type of the instanmégvied by the position of the
instance in the FPGA board. Ifitis placed inside a CLB, thHendlice position inside the CLB
is also specified.
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Instance Logic Instance CLB Instance slice
name or I/0 position position

| I
<inst "m/N1479" "SLICE",placed R42C41 SLICE_X81Y77 ,—
cfg " BXINV::#OFF BXOUTUSED::#OFF BYINV::#OFF

BYINVOUTUSED::#OFF BYOUTUSED::#OFF

CEINV::#OFF CLKINV::#OFF COUTUSED::0

CYOF::PROD CY0G::PROD CYINIT::CIN CYSELF::F

CYSELG::G DIF_MUX::#OFF DIGUSED:#OFF

DIG_MUX::#OFF DXMUX::#OFF

DYMUX...

Figure 3: XDL file syntax: part |

Line number

Net name — (ﬁ_qtj;'-operand1<1>" , Wire
Net end —-@E@“m/NZM" BX, description
Net beginning —=Coutpin "input1<1>" IQ}]
Switch matrix — (pipRIOIR38 |_Q10 > OMUX5 ,

pip R39C46 OMUX/ SW5 -> SEBEGY ,
CLB 9-> W2BEGS ,
position  pip BRAMR44C8 W2END_N8 -> W2BEGO ,
pip R44C43 W2ENDO -> W2BEGO ,
pip R44C41 W2ENDO -> W2BEGO ,
pip R44C40 W2MIDO -> BXO ,
pip R44C40 BX0 -> BX_PINWIREO ,

R
g~ U S

Figure 4: XDL file syntax: part Il

The basic instance description is followed by its configoratietails. Since MARWEL
uses only the first line of each instance description (mavkédthe red circle in Fig.3), most
of the configuration data is not relevant for the extractibdesign routing properties.

The second part of the XDL file contains a list of all the netthiem design. An example of
a net’s description is given in Figt. It always begins with a word "net", followed by the net’s
name. Next, the name of the pin where the net begins and thesafithe pins where it ends
are listed. These names correspond to some of the instaneesrgaven in the first part of the
xdl file. It is important to note that there is only one "outppin, while there can be several
“input” pins.

The identifier "pip" is used to describe a connection insieeeswitch matrix. It is followed
by the position of the switch matrix (the notations are thmeas those used for the CLB
position described in the first part of the .xdl file). Finallydescription of the wires that are
connected inside that particular switch matrix is providEde positions of the switch matrices
as well as the wire description are essential informatioextracting design routing properties.
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Hence, we give their more detailed explanation.

CLB position

An FPGA is an array of CLBs, where each CLB position is defingdt® row and column
number. For example, the CLB position marked with a bludeiirt Fig. 4, begins with a letter
R, followed by a number which represents the row coordinale Same stands for lettérand
the column coordinate. Beside this notation, there arerakathers which are used for CLBs
that have some patrticular locations. For example, in thelidine of Fig. 4, the CLB location
is RIOIR38. This is a typical notation for the CLB containing I/O pinkat is placed on the
right-hand side of the chip (the firét stands for right, and the second one stands for row). As
the column number obviously corresponds to the maximurmneolaoordinate (since the CLB
is located in the last column on the right-hand side of th@)hhe only information that is
needed is the row position. Beside this class of CLBs, thexesaveral other types of CLBs:
CLBs placed in the corners of the FPGA, CLBs placed next toeztded blocks, CLBs with
switch matrices dedicated to clock routing resources etc.

Wire description

The four types of global wires are described in the followivey:

e Direct line: it starts with a notatio® MU X which is then followed by a track number
and/or a direction, which depends on whether the notatiases for the beginning or the
end of a direct line. For example, line 4 in Fig. marks the beginning of the direct line
in track 5, and in line 5 we can see that this direct line endk widirection south-west
(SW).

e Double line: it starts with a direction, followed by a numiZwhich stands for double,
and the abbreviation BEG, MID, END which stand for the begign middle and end
parts of the wire respectively. At the end of a notation themetrack number (for exam-
ple, see line 6 in Fig4, wherelW 2B EGS stands for a beginning of a double line in track
8 that has a direction towards west).

e Hex line: it has the same structure as the double line. Fanplg the notation marked
with a blue circle in line 6 in Fig.4 marks the end of a hex line in track 9 that had a
direction towards south.

e Long line: there are two notations for a long linBV or LH depending on whether its
direction is horizontaH, or verticalV'.
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_ Y Class element for nodes

Parsefthe Iflfr'ISt Parse the Class branch for edges
part of .xdl file second part Class Net_graph for graph

(Test.cpp) of xdl file Data structures: piname,

wire, logic_block,...
]

Part | |

¥ ¥
T Create a graph
i :?g'ﬁsllﬂ for each net Part II
J (Class Net _test) J
%‘ "1
f Y ¥
User functions

(Class Net_test)
|

Total number of: For multi-terminal Routing

- all wires nets find a path properties of a
- double wires betweeen: clock net

- hex wires - two lagic blocks

- long wires - logic block and an

/O pin Part lll

Figure 5: MARWEL structure

A.2.2 MARWEL structure

MARWEL represents nets as graphs, where CLBs are represbytfe nodes and wires con-
necting two CLBs are represented by the edges of the grapictibas provided in the Graph
Template Library GTL] have been used in order to describe the design nets as gidphdas
facilitated the circuit description and the search aldonis applied in order to find the specific
design information.

In the continuation, we give a description of the MARWEL stire. It consists of three
parts (see Fig.5). First, it parses the first part of the .xdl file and gathess itiformation
about the names and the positions of the logic and 1/0 pinkeflesign. It separates the list
containing all I/O pins from the list that contains logic bks. This is neccesary for the purpose
of the work presented here, since we need to identify theaxtions that go to or from I/O pins
separately from the local connections between the CLBdéwn arithmetic component.

Second, each net is transformed into a graph, where nodessegp switch matrices and
edges represent wires. There are specially designed slsshese two types of items called
branch andelement. Classelement represents a node in a graph and contains the coordinates
of the switch matrix, while class-anch represents an edge in a graph, and contains a pointer to
the previous branch which is connected to the current braheltype, direction and track of the
wire, as well as the positions of the wire’s beginning and. dldssNet_graph contains the
node and edge maps of the graph. Beside these classes,hemree additional class objects
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that are used for a better structurization of the tool andcbfg correspond to C language
structures. The functions that are used for creating a gi@péach net are located in a class
Net_test which has an object of the clagéet_graph as a member. These functions are the
most complex within MARWEL, since they have to identify atigsible connections inside the
net. There is no available published documentation on the Xibl, so this task is extremely
difficult. Failing to identify only one connection, leads @ao unfinished graph, as each wire
has a single particular predecessor. Furthermore, the ofdbe connections in the .xdl file
does not neccesarily correspond to the order of the cormmexiin a net. Thus each time a new
edge is added to the graph, the graph has to be searched dmdmning in order to find the
correct place for the new edge.

Finally, the third part consists of a large number of funeti@esigned for user purposes.
They are all incorporated also into a cldgst_test. These user functions can be divided into
three groups:

e Net functions: for each net there are functions that can caenthe total number of all
wires, hex wires, double wires, direct wires, long wiregdlowires inside a CLB, and
switch matrices used for the routing of a net.

e Path finder functions: for multi-terminal nets these fuoies can find how many routing
resources and of which type have been used for routing a patnet between two
specified logic blocks, as well as between a logic block and@upin.

e Clock functions: a clock net is routed via special-purposesy and their notation is quite
different from that of standard global routing resourcegnét, some special functions
are included for analysing the routing properties of thekloets.

The output data of these functions are recorded in text fikethis work, we have mostly used
the function that returns the length and wire types used &pegific interconnection between
two module pins or a module pin and an 1/O pin.

MARWEL was initially designed for the Virtex-2 XCV26000 faiy of Xilinx FPGAs.
Although, itis based on the structure of these chips, it Wwas modified to describe some other
Virtex-2 families and Virtex-2 Pro families by introducirggmall changes into the code. The
most frequently used version of MARWEL was adapted to théeXi2 Pro XC2VP30 family
as it corresponds to the family used for the on-board measents. These modifications were
possible due to the fact that the notations for the names &SGInd types of wires remain the
same in all cases, and the only parameters that change ameriigers of rows and columns
in the chip and the positions of the embedded blocks on theA-B@ard. In addition to the
Virtex-2 and Virtex-2 Pro families, MARWEL is able to exttagrcuit information from the
Spartan Ill and Virtex-4 families. In these cases, the mmtatfor the CLBs are different,
but the notations for the types of the wires remain the san®tha code is well-structured,
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these adjustments can be easily introduced into the codshdnyging only one function which
provides the information about the CLB’s position accogdio its notation.
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